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Reflecting recent changes in the way cognition and the brain are studied, this
thoroughly updated third edition of the best-selling textbook provides a
comprehensive and student-friendly guide to cognitive neuroscience. Jamie Ward
provides an easy-to-follow introduction to neural structure and function, as well
as all the key methods and procedures of cognitive neuroscience, with a view to
helping students understand how they can be used to shed light on the neural basis
of cognition.

The book presents an up-to-date overview of the latest theories and findings
in all the key topics in cognitive neuroscience, including vision, memory, speech
and language, hearing, numeracy, executive function, social and emotional
behavior and developmental neuroscience, as well as a new chapter on attention.
Throughout, case studies, newspaper reports and everyday examples are used to
help students understand the more challenging ideas that underpin the subject.

In addition each chapter includes:

*  Summaries of key terms and points

»  Example essay questions

*  Recommended further reading

* Feature boxes exploring interesting and popular questions and their
implications for the subject.

Written in an engaging style by a leading researcher in the field, and presented in
full-color including numerous illustrative materials, this book will be invaluable
as a core text for undergraduate modules in cognitive neuroscience. It can also
be used as a key text on courses in cognition, cognitive neuropsychology, bio-
psychology or brain and behavior. Those embarking on research will find it an
invaluable starting point and reference.

The Student’s Guide to Cognitive Neuroscience, Third Edition is supported
by a companion website, featuring helpful resources for both students and
instructors.

Jamie Ward is Professor of Cognitive Neuroscience at the University of Sussex,
UK. He is the author of a number of books on social and cognitive neuroscience
and on synaesthesia, and is the Founding Editor of the journal Cognitive
Neuroscience.
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Preface to the
third edition

The motivation for writing this book came out of my experiences of teaching
cognitive neuroscience. When asked by students which book they should buy, I
felt that none of the existing books would satisfactorily meet their needs. Other
books in the market were variously too encyclopedic, too advanced, not up-to-
date or gave short shrift to explaining the methods of the field. My brief for writing
this textbook was to provide a text that presents key ideas and findings but is not
too long, that is up-to-date, and that considers both method and theory. I hope
that it will be useful to both lecturers and students.

In writing a book on cognitive neuroscience I had to make a decision as to
how much would be “cognitive” and how much would be “neuroscience.” In my
opinion, the theoretical underpinnings of cognitive neuroscience lie within the
cognitive psychology tradition. Some of the most elegant studies using methods
such as fMRI and TMS have been motivated by previous research in cognitive
psychology and neuropsychology. The ultimate aim of cognitive neuroscience is
to provide a brain-based account of cognition, and so the methods of cognitive
neuroscience must necessarily speak to some aspect of brain function. However,
I believe that cognitive neuroscience has much to learn from cognitive psychology
in terms of which theoretically interesting questions to ask.

In Chapter 1, I discuss the current status of cognitive neuroscience as I see
it. Some of the topics raised in this chapter are directly aimed at other researchers
in the field who are skeptical about the merits of the newer methodologies. 1
suspect that students who are new to the field will approach the topic with open-
mindedness rather than skepticism, but I hope that they will nevertheless be able
to gain something from this debate.

Chapter 2 is intended primarily as a reference source that can be referred back
to. It is deliberately pitched at a need-to-know level.

Chapters 3 to 5 describe in detail the methods of cognitive neuroscience. The
aim of an undergraduate course in cognitive neuroscience is presumably to enable
students to critically evaluate the field and, in my opinion, this can only be
achieved if the students fully understand the limitations of the methods on which
the field is based. I also hope that these chapters will be of use to researchers who
are starting out in the field. This third edition has been updated to include the latest
research tools (such as tDCS, transcranial direct current stimulation) and the latest
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research methodology (such as multi-voxel pattern analysis, MVPA, in fMRI
research).

Chapters 6 to 16 outline the main theories and findings in the field. I hope
that they convey something of the excitement and optimism that currently exists.
Although no new chapters have been added, this third edition represents a
substantial update. Chapter 7 is now rewritten to focus specifically on attention,
rather than spatial cognition more generally. The content relating to working
memory now appears in Chapter 9, “The Remembering Brain,” rather than in the
chapter on executive functions, and the “cognitive map” theory of the hippocampus
(place cells, etc.) is integrated within the memory chapter, too. The hot-topic of
embodied cognition is introduced in more detail and critically evaluated, notably
in Chapter 10 (e.g. motor theories of speech perception), Chapter 11 (e.g.
sensorimotor grounding of semantic features), and Chapter 15 (e.g. understanding
others via simulation). Chapter 14, “The Executive Brain,” has been substantially
rewritten and reorganized to take into account newer theories concerning the
organization of control systems in the prefrontal cortex.

Jamie Ward
jamiew(@sussex.ac.uk
Brighton, UK, July 2014



CHAPTER 1

Introducing cognitive
neuroscience

CONTENTS

Cognitive neuroscience in historical perspective 2
Does cognitive psychology need the brain? 9
Does neuroscience need cognitive psychology? 11
Summary and key points of the chapter 13
Example essay questions 13
Recommended further reading 14

Between 1928 and 1947, Wilder Penfield and colleagues carried out a series of
remarkable experiments on over 400 living human brains (Penfield & Rasmussen,
1950). The patients in question were undergoing brain surgery for epilepsy. To
identify and spare regions of the brain involved in movement and sensation,
Penfield electrically stimulated regions of the cortex while the patient was still
conscious. The procedure was not painful (the surface of the brain does not contain
pain receptors), but the patients did report some fascinating experiences. When
stimulating the occipital lobe one patient reported, “a star came down toward my
nose.” Upon stimulating a region near the central sulcus, another patient
commented, “those fingers and my thumb gave a jump.” After temporal lobe
stimulation, another patient claimed, “I heard the music again; it is like the radio.”
She was later able to recall the tune she heard and was absolutely convinced that
there must have been a radio in the operating theatre. Of course, the patients had
no idea when the electrical stimulation was being applied—they couldn’t
physically feel it or see it. As far as they were concerned, an electrical stimulation
applied to the brain felt pretty much like a mental/cognitive event.

This book tells the emerging story of how mental processes such as thoughts,
memories and perceptions are organized and implemented by the brain. It is also
concerned with how it is possible to study the mind and brain, and how we know
what we know. The term coghnition collectively refers to a variety of higher mental
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A timeline for the

development of methods and
findings relevant to cognitive

neuroscience, from
phrenology to present day.

KEY TERMS

Cognition

A variety of higher mental
processes such as
thinking, perceiving,
imagining, speaking,
acting and planning.

Cognitive neuroscience
Aims to explain cognitive
processes in terms of

brain-based mechanisms.

Mind-body problem

The problem of how a
physical substance (the
brain) can give rise to our
sensations, thoughts and
emotions (our mind).

Dualism

The belief that mind and
brain are made up of
different kinds of
substance.

1800
Phrenologists put forward their localizationist manifesto

1820

1840 First nerve cell described (Purkinje, 1837)

1860 Broca (1861) publishes paper on language localization

1880 Applying electrical currents to dog cortex causes movement
(Fritsch & Hitzig, 1870)

1900 EEG developed as a research tool (Berger, 1929)

Action potential discovered, enables single cell recording
1920 (Hodgkin & Huxley, 1939)

Cognitive psychology emerges (influential publications by

1940 Broadbent, Chomsky, Miller and others)

1960 CT (Hounsfield, 1973) and MRI (Lauterbur, 1973) imaging developed

P in vivo blood flow measured in humans, enabling PET (Reivich et al., 1979)
First study of TMS reported (Barker et al., 1985)

2000

BOLD response reported enabling fMRI development (Ogawa et al., 1990)

processes such as thinking, perceiving, imagining, speaking, acting and planning.
Coghnitive neuroscience is a bridging discipline between cognitive science and
cognitive psychology, on the one hand, and biology and neuroscience, on the other.
It has emerged as a distinct enterprise only recently and has been driven by
methodological advances that enable the study of the human brain safely in the
laboratory. It is perhaps not too surprising that earlier methods, such as direct
electrical stimulation of the brain, failed to enter into the mainstream of research.

This chapter begins by placing a number of philosophical and scientific
approaches to the mind and brain in an historical perspective. The coverage is
selective rather than exhaustive, and students with a particular interest in these
issues might want to read more deeply elsewhere (Wickens, 2015). The chapter
then provides a basic overview of the current methods used in cognitive
neuroscience. A more detailed analysis and comparison of the different methods
is provided in Chapters 3 to 5. Finally, the chapter attempts to address some of
the criticisms of the cognitive neuroscience approach that have been articulated.

COGNITIVE NEUROSCIENCE IN HISTORICAL
PERSPECTIVE

Philosophical approaches to mind and brain

Philosophers as well as scientists have long been interested in how the brain can
create our mental world. How is it that a physical substance can give rise to our
sensations, thoughts and emotions? This has been termed the mind-body problem,
although it should more properly be called the mind—brain problem, because it is
now agreed that the brain is the key part of the body for cognition. One position
is that the mind and brain are made up of different kinds of substance, even though
they may interact. This is known as dualism, and the most famous proponent of
this idea was René Descartes (1596—1650). Descartes believed that the mind was



INTRODUCING COGNITIVE NEUROSCIENCE 3

non-physical and immortal whereas the body was physical and mortal. He
suggested that they interact in the pineal gland, which lies at the center of the
brain and is now considered part of the endocrine system. According to Descartes,
stimulation of the sense organs would cause vibrations in the body/brain that would
be picked up in the pineal gland, and this would create a non-physical sense of
awareness. There is little hope for cognitive neuroscience if dualism is true
because the methods of physical and biological sciences cannot tap into the non-
physical domain (if such a thing were to exist).

Even in Descartes’ time, there were critics of his position. One can identify
a number of broad approaches to the mind—body problem that still have a
contemporary resonance. Spinoza (1632—-1677) argued that mind and brain were
two different levels of explanation for the same thing, but not two different kinds
of thing. This has been termed dual-aspect theory and it remains popular with
some current researchers in the field (Velmans, 2000). An analogy can be drawn
to wave—particle duality in physics, in which the same entity (e.g. an electron)
can be described both as a wave and as a particle.

An alternative approach to the mind-body problem that is endorsed by many
contemporary thinkers is reductionism (Churchland, 1995; Crick, 1994). This
position states that, although cognitive, mind-based concepts (e.g. emotions,
memories, attention) are currently useful for scientific exploration, they will
eventually be replaced by purely biological constructs (e.g. patterns of neuronal
firings, neurotransmitter release). As such, psychology will eventually reduce to
biology as we learn more and more about the brain. Advocates of this approach
note that there are many historical precedents in which scientific constructs are
abandoned when a better explanation is found. In the seventeenth century,
scientists believed that flammable materials contained a substance, called
phlogiston, which was released when burned. This is similar to classical notions
that fire was a basic element along with water, air and earth. Eventually, this
construct was replaced by an understanding of how chemicals combine with
oxygen. The process of burning became just one example (along with rusting) of
this particular chemical reaction. Reductionists believe that mind-based concepts,
and conscious experiences in particular, will have the same status as phlogiston
in a future theory of the brain. Those who favor dual-aspect theory over
reductionism point out that an emotion will still fee/ like an emotion even if we
were to fully understand its neural basis and, as such, the usefulness of cognitive,
mind-based concepts will never be fully replaced.

Scientific approaches to mind and brain

Our understanding of the brain emerged historically late, largely in the nineteenth
century, although some important insights were gained during classical times.
Aristotle (384-322 BC) noted that the ratio of brain size to body size was greatest
in more intellectually advanced species, such as humans. Unfortunately, he made
the error of claiming that cognition was a product of the heart rather than the brain.
He believed that the brain acted as a coolant system: the higher the intellect, the
larger the cooling system needed. In the Roman age, Galen (circa AD 129-199)
observed brain injury in gladiators and noted that nerves project to and from the
brain. Nonetheless, he believed that mental experiences themselves resided in the
ventricles of the brain. This idea went essentially unchallenged for well over 1,500
years. For example, when Vesalius (1514-1564), the father of modern anatomy,

KEY TERMS

Dual-aspect theory
The belief that mind and
brain are two levels of
description of the same
thing.

Reductionism

The belief that mind-
based concepts will
eventually be replaced by
neuroscientific concepts.
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KEY TERM published his plates of dissected brains, the ventricles were drawn in exacting
detail, whereas the cortex was drawn crudely and schematically. Others followed

in this tradition, often drawing the surface of the brain like the intestines. This
o : _ situation probably reflected a lack of interest in the cortex rather than a lack of
individual differences in . . . . .

cognition can be mapped penmanship. It is not until one looks at the drawings of Gall and Spurzheim (1810)
o i cieeness fin dull that the features of the brain become recognizable to modern eyes.

shape. Gall (1758-1828) and Spurzheim (1776-1832) received a bad press,
historically speaking, because of their invention and advocacy of phrenology.
Phrenology had two key assumptions; first, that different regions of the brain
perform different functions and are associated with different behaviors; and
second, that the size of these regions produces distortions of the skull and correlates
with individual differences in cognition and personality. Taking these two ideas

Phrenology
The failed idea that

Drawings of the brain from Vesalius (1543) (top), de Viessens (1685) (bottom left) and Gall and Spurzheim (1810) (bottom
right). Note how the earlier two drawings emphasized the ventricles and/or misrepresented the cortical surface.
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in turn, the notion of functional specialization within the brain has effectively
endured into modern cognitive neuroscience, having seen off a number of
challenges over the years (Flourens, 1824; Lashley, 1929). The observations of
Penfield and co-workers on the electrically stimulated brain provide some striking
examples of this principle. However, the functional specializations of phrenology
were not empirically derived and were not constrained by theories of cognition.
For example, Fowler’s famous phrenologist’s head had regions dedicated to
“parental love,” “destructiveness,” and “firmness.” Moreover, skull shape has
nothing to do with cognitive function.

Although phrenology was fatally flawed, the basic idea of different parts of
the brain serving different functions paved the way for future developments in
the nineteenth century, the most notable of which are Broca’s (1861) reports of
two brain-damaged patients. Broca documented two cases in which acquired brain
damage had impaired the ability to speak but left other aspects of cognition
relatively intact. He concluded that language could be localized to a particular
region of the brain. Subsequent studies argued that language itself was not a single
entity but could be further subdivided into speech recognition, speech production
and conceptual knowledge (Lichtheim, 1885; Wernicke, 1874). This was
motivated by the observation that brain damage can lead either to poor speech
comprehension and good production, or good speech comprehension and poor
production (see Chapter 11 for full details). This suggests that there are at least
two speech faculties in the brain and that each can be independently impaired by
brain damage. This body of work was a huge step forward in terms of thinking
about mind and brain. First, empirical observations
were being used to determine what the building
blocks of cognition are (is language a single
faculty?) rather than listing them from first prin-
ciples. Second, and related, they were developing
models of cognition that did not make direct
reference to the brain. That is, one could infer that
speech recognition and production were separable
without necessarily knowing where in the brain
they were located, or how the underlying neurons
brought these processes about. The approach of
using patients with acquired brain damage to
inform theories of normal cognition is called
cognitive neuropsychology and remains influ-
ential today (Chapter 5 discusses the logic of
this method in detail). Cognitive neuropsychology
is now effectively subsumed within the term
“cognitive neuroscience,” where the latter phrase
is seen as being less restrictive in terms of method-
ology.

Whereas discoveries in the neurosciences
continued apace throughout the nineteenth and
twentieth centuries, the formation of psychology
as a discipline at the end of the nineteenth century
took the study of the mind away from its biological
underpinnings. This did not reflect a belief in
dualism. It was due, in part, to some pragmatic

KEY TERMS

Functional
specialization
Different regions of the
brain are specialized for
different functions.

Coghnitive
neuropsychology

The study of brain-
damaged patients to
inform theories of normal
cognition.

The phrenologist’s head was
used to represent the
hypothetical functions of
different regions of the brain.
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KEY TERMS

Information processing
An approach in which
behavior is described in
terms of a sequence of
cognitive stages.

Interactivity

Later stages of processing
can begin before earlier
stages are complete.

Top-down processing
The influence of later
stages on the processing
of earlier ones (e.g.
memory influences on
perception).

Parallel processing
Different information is
processed at the same
time (i.e. in parallel).

constraints. Early pioneers of psychology, such as William James and Sigmund
Freud, were interested in topics like consciousness, attention and personality.
Neuroscience has had virtually nothing to say about these issues until quite
recently. Another reason for the schism between psychology and biology lies in
the notion that one can develop coherent and testable theories of cognition that
do not make claims about the brain. The modern foundations of cognitive
psychology lie in the computer metaphor of the brain and the information-
processing approach, popular from the 1950s onwards. For example, Broadbent
(1958) argued that much of cognition consists of a sequence of processing stages.
In his simple model, perceptual processes occur, followed by attentional processes
that transfer information to short-term memory and thence to long-term memory
(see also Atkinson & Shiffrin, 1968). These were often drawn as a series of box-
and-arrow diagrams. The implication was that one could understand the cognitive
system in the same way as one could understand the series of steps performed by
a computer program, and without reference to the brain. The idea of the mind as
a computer program has advanced over the years along with advances in
computational science. For example, many cognitive models contain some element
of interactivity and parallel processing. Interactivity refers to the fact that stages
in processing may not be strictly separate and that later stages can begin before
carlier stages are complete. Moreover, later stages can influence the outcome of
early ones (top-down processing). Parallel processing refers to the fact that
lots of different information can be processed simultaneously (serial computers
process each piece of information one at a time). Although these computationally
explicit models are more sophisticated than earlier box-and-arrow diagrams, they,
like their predecessors, do not always make contact with the neuroscience literature
(Ellis & Humphreys, 1999).

Input ey Perception Attention Sl S'::ﬂ;‘f&m Output

Output patterns

bttt

Internal
ss e ses representation
units

S

Input patterns

Examples of box-and-arrow and connectionist models of cognition. Both represent ways of
describing cognitive processes that need not make direct reference to the brain.
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In the 1980s, powerful computers became widely accessible as never before. This enabled cognitive
psychologists to develop computationally explicit models of cognition (that literally calculate a set of
outputs given a set of inputs) rather than the computationally inspired, but underspecified, box-and-
arrow approach. One particular way of implementing computational models has been very influential;
namely the neural network, connectionist or parallel distributed processing (PDP) approach
(McClelland et al., 1986). These models are considered in a number of places throughout this

book, notably in the chapters dealing with memory, speaking and literacy.

Connectionist models have a number of architectural features. First, they are composed of
arrays of simple information-carrying units called nodes. Nodes are information-carrying in the
sense that they respond to a particular set of inputs (e.g. certain letters, certain sounds) and
produce a restricted set of outputs. The responsiveness of a node depends on how strongly it is
connected to other nodes in the network (the “weight” of the connection) and how active the other
nodes are. It is possible to calculate, mathematically, what the output of any node would be, given
a set of input activations and a set of weights. There are a number of advantages to this type of
model. For example, by adjusting the weights over time as a result of experience, the model can
develop and learn. The parallel processing enables large amounts of data to be processed
simultaneously. A more controversial claim is that they have “neural plausibility.” Nodes, activation
and weights are in many ways analogous to neurons, firing rates and neural connectivity,
respectively. However, these models have been criticized for being too powerful in that they can
learn many things that real brains cannot (Pinker & Prince, 1988). A more moderate view is that
connectionist models provide examples of ways in which the brain might implement a given
cognitive function. Whether or not the brain actually does implement cognition in that particular way

will ultimately be a question for empirical research in cognitive neuroscience.

The birth of cognitive neuroscience

It was largely advances in imaging technology that provided the driving force for
modern-day cognitive neuroscience. Raichle (1998) describes how brain imaging
was in a “state of indifference and obscurity in the neuroscience community in
the 1970s” and might never have reached prominence if it were not for the
involvement of cognitive psychologists in the 1980s. Cognitive psychologists had
already established experimental designs and information-processing models that
could potentially fit well with these emerging methods. It is important to note that
the technological advances in imaging not only led to the development of
functional imaging, but also enabled brain lesions to be described precisely in ways
that were never possible before (except at post mortem).

Present-day cognitive neuroscience is composed of a broad diversity of
methods. These will be discussed in detail in subsequent chapters. At this juncture,
it is useful to compare and contrast some of the most prominent methods. The
distinction between recording methods and stimulation methods is crucial in
cognitive neuroscience. Direct electrical stimulation of the brain in humans is now
rarely carried out. The modern-day equivalent of these studies uses stimulation
across the skull rather than directly to the brain (i.e. transcranially). This includes

KEY TERMS

Neural network models
Computational models in
which information
processing occurs using
many interconnected
nodes.

Nodes

The basic units of neural
network models that are
activated in response to
activity in other parts of
the network.
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KEY TERM transcranial magnetic stimulation (TMS) and transcranial direct current stimu-
lation (tDCS). These will be considered in Chapter 5, alongside the effect of
organic brain lesions. Electrophysiological methods (EEG/ERP and single-cell
recordings) and magnetophysiological methods (MEG) record the electrical and
magnetic properties of neurons themselves. These methods are considered in

Temporal resolution
The accuracy with which
one can measure when
an event (e.g. a

physiological change) Chapter 3. In contrast, functional imaging methods (PET and fMRI) record

oceurs. physiological changes associated with blood supply to the brain, which evolve
more slowly over time. These are called hemodynamic methods and are considered
in Chapter 4.

The methods of cognitive neuroscience can be placed on a number of dimensions:

*  The temporal resolution refers to the accuracy with which one can measure
when an event is occurring. The effects of brain damage are permanent and
so this has no temporal resolution as such. Methods such as EEG, MEG, TMS,

THE DIFFERENT METHODS USED IN COGNITIVE NEUROSCIENCE
Method Method type Invasiveness Brain property
used
EEG/ERP Recording Non-invasive Electrical
Single-cell Recording Invasive Electrical
(and multi-unit)
recordings
™S Stimulation Non-invasive Electromagnetic
tDCS Stimulation Non-invasive Electrical
MEG Recording Non-invasive Magnetic
PET Recording Invasive Hemodynamic
fMRI Recording Non-invasive Hemodynamic
ar Naturally
M ERP Functional MRI occuring
) EG & PET lesions
Brain
2 t—
Map 1
E
£ column
& Multi-unit
§| Layer recording
= Neuron
Bendrie 3 Single-cell
recording
The methods of cognitive Synapse |
neuroscience can be
ized ding to their 1 | 1 1 1 1 1 1 1 1 | ]
categtl)nze accort Ig EEEEE 0 1 2 3 4 5 6 7
spatial and tempora Millisecond Second  Minute Hour  Day
resolution.
Log time (sec)
Adapted from Churchland and
Sejnowski, 1988.
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and single-cell recording have millisecond resolution. fMRI has a temporal
resolutions of several seconds that reflects the slower hemodynamic response.

»  The spatial resolution refers to the accuracy with which one can measure
where an event is occurring. Lesion and functional imaging methods have
comparable resolution at the millimeter level, whereas single-cell recordings
have spatial resolution at the level of the neuron.

*  The invasiveness of a method refers to whether the equipment is located
internally or externally. PET is invasive because it requires an injection of a
radio-labeled isotope. Single-cell recordings are performed on the brain itself
and are normally only carried out in non-human animals.

DOES COGNITIVE PSYCHOLOGY NEED THE
BRAIN?

As already noted, cognitive psychology developed substantially from the 1950s,
using information-processing models that do not make direct reference to the brain.
If this way of doing things remains successful, then why change? Of course, there
is no reason why it should change. The claim is not that cognitive neuroscience
is replacing cognitive psychology (although some might endorse this view), but
merely that cognitive psychological theories can inform theories and experiments
in the neurosciences and vice versa. However, others have argued that this is not
possible by virtue of the fact that information-processing models do not make
claims about the brain (Coltheart, 2004b; Harley, 2004).

Coltheart (2004b) poses the question: “Has cognitive neuroscience, or if not
might it ever (in principle, or even in practice), successfully used data from
cognitive neuroimaging to make theoretical decisions entirely at the cognitive level
(e.g. to adjudicate between competing information-processing models of some
cognitive system)?” (p. 21). Henson (2005) argues that it can in principle and that
it does in practice. He argues that data from functional imaging (blood flow,
blood oxygen) comprise just another dependent variable that one can measure.
For example, there are a number of things that one could measure in a standard
forced-choice reaction-time task: reaction time,

KEY TERM

Spatial resolution

The accuracy with
which one can measure
where an event (e.g. a
physiological change)

is occurring.

error rates, sweating (skin conductance response),
muscle contraction (electromyograph), scalp elec-
trical recordings (EEG) or hemodynamic changes
in the brain (fMRI). Each measure will relate to
the task in some way and can be used to inform
theories about the task.

To illustrate this point, consider an example.
One could ask a simple question such as: Does
visual recognition of words and letters involve
computing a representation that is independent
of case? For example, does the reading system

LRP

LBR

treat “E” and “e” as equivalent at an early stage

in processing or are “E” and “e” treated as One could take many different measures in a forced-choice

different letters until some later stage (e.g. saying
them aloud)? A way of investigating this using a
reaction-time measure is to present the same word
twice in the same or different case (e.g. radio-
RADIO, RADIO-RADIO) and compare this with  Psychology Society.

response task: behavioral (reaction time [RT], errors) or biological
(electromyographic [EMG], lateralized readiness potential [LRP],
lateralized BOLD response [LBR]). All measures could potentially
be used to inform cognitive theory.

Adapted from Henson, 2005. By kind permission of the Experimental
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situations in which the word differs (e.g. mouse-RADIO, MOUSE-RADIO). One
general finding in reaction-time studies is that it is faster to process a stimulus if
the same stimulus has recently been presented. For example, if asked to make a
speeded decision about RADIO (e.g. is it animate or inanimate?) then performance
will be faster if it has been previously encountered. Dehaene et al. (2001)
investigated this mechanism by comparing reaction-time measures with functional
imaging (fMRI) measures. In this task, the first word in each pair was presented
very briefly and was followed by visual noise. This prevents the participants from
consciously perceiving it and, hence, one can be sure that they are not saying the
word. The second word is consciously seen and requires a response. Dehaene
et al. found that reaction times are faster to the second word when it follows the
same word, irrespective of case. Importantly, there is a region in the left fusiform
cortex that shows the same effect (although in terms of “activation” rather than
response time). In this concrete example, it is meaningless to argue that one type
of measure is “better” for informing cognitive theory (to return to Coltheart’s
question) given that both are measuring different aspects of the same thing. One
could explore the nature of this effect further by, for instance, presenting the same

Time
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= Same word
Different word
0.1 '|' T
—_ fMRI activity
£+ T
s | L
-
m
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<
0 | - |
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500 ms radio case case
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Different word
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Both reaction times and fMRI acti
preceded by subliminal presentati
Adapted from Dehaene et al., 2001.

ivation in the left fusiform region demonstrate more efficient processing of words if they are
on of the same word, irrespective of case.
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word in different languages (in bilingual speakers), presenting the words in
different locations on the screen, and so on. This would provide further insights
into the nature of this mechanism (e.g. what aspects of vision does it entail? Does
it depend on word meaning?). However, both reaction-time measures and brain-
based measures could be potentially informative. It is not the case that functional
imaging is merely telling us where cognition is happening and not Aow it is
happening.

Another distinction that has been used to contrast cognitive psychology and
cognitive neuroscience is that between software and hardware, respectively
(Coltheart, 2004b; Harley, 2004). This derives from the familiar computer analogy
in which one can, supposedly, learn about information processing (software)
without knowing about the brain (hardware). As has been shown, to some extent
this is true. But the computer analogy is a little misleading. Computer software
is written by computer programmers (who, incidentally, have human brains).
However, information processing is not written by some third person and then
inscribed into the brain. Rather, the brain provides causal constraints on the
nature of information processing. This is not analogous to the computer domain
in which the link between software and hardware is arbitrarily determined by a
computer programmer. To give a simple example, one model of word recognition
suggests that words are recognized by searching words in a mental dictionary one
by one until a match is found (Forster, 1976). The weight of evidence from
cognitive psychology argues against this serial search, and in favor of words being
searched in parallel (i.e. all candidate words are considered at the same time). But
why does human cognition work like this? Computer programs can be made to
recognize words adequately with both serial search and parallel search. The
reason why human information processing uses a parallel search and not a serial
search probably lies in the relatively slow neural response time (acting against
serial search). This constraint does not apply to the fast processing of computers.
Thus, cognitive psychology may be sufficient to tell us the structure of information
processing but it may not answer deeper questions about why information
processing should be configured in that particular way.

DOES NEUROSCIENCE NEED COGNITIVE
PSYCHOLOGY?

It would be no exaggeration to say that the advent of techniques such as functional
imaging have revolutionized the brain sciences. For example, consider some of
the newspaper headlines that have appeared in recent years. Of course, it has been
well known since the nineteenth century that pain, mood, intelligence, and sexual
desire are largely products of processes in the brain. The reason headlines such
as these are extraordinary is because now the technology exists to be able to study
these processes in vivo. Of course, when one looks inside the brain one does not
“see” memories, thoughts, perceptions, and so on (i.e. the stuff of cognitive
psychology). Instead, what one sees is gray matter, white matter, blood vessels,
and so on (i.e. the stuff of neuroscience). It is the latter, not the former, that one
observes when conducting a functional imaging experiment. Developing a
framework for linking the two will necessarily entail dealing with the mind-body
problem either tacitly or explicitly. This is a daunting challenge.

Is functional imaging going to lead to a more sophisticated understanding of
the mind and brain than was achieved by the phrenologists? Some of the newspaper
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The media loves to simplify
the findings of cognitive
neuroscience. Many
newspaper stories appear to
regard it as counterintuitive
that sex, pain and mood
would be products of the
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Domain specificity

The idea that a cognitive
process (or brain regjon)
is dedicated solely to one
particular type of
information (e.g. colors,

faces, words). Sunday Times, 21 November 1999; Metro, 5 January 2001; The Observer, 12 March 2000;
The Independent, 27 May 1999.

The notion that the brain contains different regions of functional specialization has been around in
various guises for 200 years. However, one particular variation on this theme has attracted
particular attention and controversy—namely Fodor’s (1983, 1998) theory of modularity. First,
Fodor makes a distinction between two different classes of cognitive process: central systems and
modules. The key difference between them relates to the types of information they can process.
Modules are held to demonstrate domain specificity in that they process only one particular type
of information (e.g. color, shape, words, faces), whereas central systems are held to be domain
independent in that the type of information processed is non-specific (candidates would be memory,
attention, executive functions). According to Fodor, one advantage of modular systems is that, by
processing only a limited type of information, they can operate rapidly, efficiently and in isolation
from other cognitive systems. An additional claim is that modules may be innately specified in the
genetic code.

Many of these ideas have been criticized on empirical and theoretical grounds. For example, it
has been suggested that domain specificity is not innate, although the means of acquiring it could
be (Karmiloff-Smith, 1992). Moreover, systems like reading appear modular in some respects but
cannot be innate because they are recent in evolution. Others have argued that evidence for
interactivity suggests that modules are not isolated from other cognitive processes (Farah, 1994).

On balance, the empirical evidence does not favor this strong version of modularity. However,
there is still an active debate over the organizing principles of the brain. For instance, the extent to
which different regions of the brain are domain specific or are domain general is still debated
(Fedorenko et al., 2013).
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reports in the figure suggest it might not. One reason why phrenology failed is
because the method had no real scientific grounding; the same cannot be said of
functional imaging. Another reason why phrenology failed was that the
psychological concepts used were naive. It is for this reason that functional
imaging and other advances in neuroscience do require the insights from cognitive
psychology to frame appropriate research questions and avoid becoming a new
phrenology (Uttal, 2001).

The question of whether cognitive, mind-based concepts will eventually
become redundant (under a reductionist account) or coexist with neural-based
accounts (e.g. as in dual-aspect theory) is for the future to decide. But for now,
cognitive, mind-based concepts have an essential role to play in cognitive
neuroscience.

SUMMARY AND KEY POINTS OF THE CHAPTER

* The mind-body problem refers to the question of how physical matter
(the brain) can produce mental experiences, and this remains an
enduring issue in cognitive neuroscience.

* To some extent, the different regions of the brain are specialized for
different functions.

* Functional neuroimaging has provided the driving force for much of
the development of cognitive neuroscience, but there is a danger in
merely using these methods to localize cognitive functions without
understanding how they work.

* Cognitive psychology has developed as a discipline without making
explicit references to the brain. However, biological measures can
provide an alternative source of evidence to inform cognitive theory
and the brain must provide constraining factors on the nature and
development of the information-processing models of cognitive
science.

EXAMPLE ESSAY QUESTIONS

* What is the “mind-body problem” and what frameworks have been
put forward to solve it?

* |s cognitive neuroscience the new phrenology?

* Does cognitive psychology need the brain? Does neuroscience need
cognitive psychology?
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It is hard to begin a chapter about the brain without waxing lyrical. The brain is
the physical organ that makes all our mental life possible. It enables us to read
these words, and to consider thoughts that we have never considered before—or
even to create thoughts that no human has considered before. This book will
scratch the surface of how this is all possible, but the purpose of this chapter is
more mundane. It offers a basic guide to the structure of the brain, starting from
a description of neurons and working up to a description of how these are
organized into different neuroanatomical systems. The emphasis is on the human
brain rather than the brain of other species.

STRUCTURE AND FUNCTION OF THE NEURON

All neurons have basically the same structure. They consist of three components:
a cell body (or soma), dendrites, and an axon. Although neurons have the same
basic structure and function, it is important to note that there are some significant
differences between different types of neurons in terms of the spatial arrangements
of the dendrites and axon.

The cell body contains the nucleus and other organelles. The nucleus contains
the genetic code, and this is involved in protein synthesis (e.g. of certain




16 THE STUDENT’S GUIDE TO COGNITIVE NEUROSCIENCE

1)
)
3)

(4)

()
(6)

(7)

There are 86 billion neurons in the human brain (Azevedo et al., 2009).

Each neuron may connect with around 10,000 other neurons.

If each neuron connected with every single other neuron, our brain would be 12.5 miles in
diameter (Nelson & Bower, 1990). This is the length of Manhattan Island. This leads to an
important conclusion—namely, that neurons only connect with a small subset of other
neurons. Neurons may tend to communicate only with their neighbors, and long-range
connections are the exception rather than the rule.

The idea that we only use 10 percent of the cells in our brain is generally considered a myth
(Beyerstein, 1999). It used to be thought that only around 10 percent of the cells in the brain
were neurons (the rest being cells called glia), hence a plausible origin for the myth. This
“fact” also turns out to be inaccurate, with the true ratio of neurons to glia being closer to 1:1
(Azevedo et al., 2009). Glia serve a number of essential support functions; for example, they
are involved in tissue repair and in the formation of myelin.

The brain makes up only 2 percent of body weight.

It is no longer believed that neurons in the brain are incapable of being regenerated. It was
once widely believed that we are born with our full complement of neurons and that new
neurons are not generated. This idea is nhow untenable, at least in a region called the dentate
gyrus (for a review, see Gross, 2000).

On average, we lose a net amount of one cortical neuron per second. A study has shown that
around 10 percent of our cortical neurons perish between the ages of 20 and 90 years—
equivalent to 85,000 neurons per day (Pakkenberg & Gundersen, 1997).

Identical twins do not have anatomically identical brains. A comparison of identical and
nonidentical twins suggests that the three-dimensional cortical gyral pattern is determined
primarily by non-genetic factors, although brain size is strongly heritable (Bartley et al., 1997).
People with autism have large brains (Abell et al., 1999). They also have large heads to
accommodate them. There is unlikely to be a simple relationship between brain size and
intellect (most people with autism have low 1Q), and brain efficiency may be unrelated to size.
Men have larger brains than women, but the female brain is more folded, implying an increase
in surface area that may offset any size difference (Luders et al., 2004). The total number of
cortical neurons is related to gender, but not overall height or weight (Pakkenberg &
Gundersen, 1997).

neurotransmitters). Neurons receive information from other neurons and they make
a “decision” about this information (by changing their own activity) that can then
be passed on to other neurons. From the cell body, a number of branching
structures called dendrites enable communication with other neurons. Dendrites
receive information from other neurons in close proximity. The number and
structure of the dendritic branches can vary significantly depending on the type
of neuron (i.e. where it is to be found in the brain). The axon, by contrast, sends
information to other neurons. Each neuron consists of many dendrites but only a
single axon (although the axon may be divided into several branches called
collaterals).
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Neurons consist of three basic features: a cell body, dendrites that receive information and
axons that send information. In this diagram the axon is myelinated to speed the conduction
time.

Axon hillock (if summed electrical
current is large enough than an
action potential will be initiated)

Pre-synaptic axons Post-synaptic dendrite/soma Post-synaptic axon
(activeconduction) (passive conduction) (active conduction)

Electrical currents are actively transmitted through axons by an action potential. Electrical
currents flow passively through dendrites and soma of neurons, but will initiate an action
potential if their summed potential is strong enough at the start of the axon (called the
hillock).

The terminal of an axon flattens out into a disc-shaped structure. It is here
that chemical signals enable communication between neurons via a small gap
termed a synapse. The two neurons forming the synapse are referred to as
presynaptic (before the synapse) and postsynaptic (after the synapse), reflecting
the direction of information flow (from axon to dendrite). When a presynaptic

KEY TERMS

Neuron

A type of cell that makes
up the nervous system
and supports, among
other things, cognitive
function.

Cell body

Part of the neuron
containing the nucleus
and other organelles.

Dendrites

Branching structures that
carry information from
other neurons.

Axon

A branching structure that
carries information to
other neurons and
transmits an action
potential.

Synapse

The small gap between
neurons in which
neurotransmitters are
released, permitting
signaling between
neurons.
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KEY TERMS

Action potential

A sudden change
(depolarization and
repolarization) in the
electrical properties of the
neuron membrane in an
axon.

Neurotransmitters
Chemical signals that are
released by one neuron
and affect the properties
of other neurons.

neuron is active, an electrical current (termed an action potential) is propagated
down the length of the axon. When the action potential reaches the axon terminal,
chemicals are released into the synaptic cleft. These chemicals are termed
neurotransmitters. (Note that a small proportion of synapses, such as retinal gap
junctions, signal electrically and not chemically.) Neurotransmitters bind to
receptors on the dendrites or cell body of the postsynaptic neuron and create a
synaptic potential. The synaptic potential is conducted passively (i.e. without
creating an action potential) through the dendrites and soma of the postsynaptic
neuron. If these passive currents are sufficiently strong when they reach the
beginning of the axon in the postsynaptic neuron, then an action potential (an active
electrical current) will be triggered in this neuron. It is important to note that each
postsynaptic neuron sums together many synaptic potentials, which are generated
at many different and distant dendritic sites (in contrast to a simple chain reaction
between one neuron and the next). Passive conduction tends to be short range
because the electrical signal is impeded by the resistance of the surrounding matter.
Active conduction enables long-range signalingsignaling between neurons by the
propagation of action potentials.

Electrical signaling and the action potential

Each neuron is surrounded by a cell membrane that acts as a barrier to the passage
of certain chemicals. Within the membrane, certain protein molecules act as
gatekeepers and allow particular chemicals in and out under certain conditions.
These chemicals consist, among others, of charged sodium (Na*) and potassium
(K*) ions. The balance between these ions on the inside and outside of the
membrane is such that there is normally a resting potential of —70 mV across the
membrane (the inside being negative relative to the outside).

Voltage-gated ion channels are of particular importance in the generation of
an action potential. They are found only in axons, which is why only the axon is
capable of producing action potentials. The sequence of events is as follows:

1. If a passive current of sufficient strength flows across the axon membrane,
this begins to open the voltage-gated Na* channels.

2. When the channel is opened, then Na* may enter the cell and the negative
potential normally found on the inside is reduced (the cell is said to
depolarize). At about —50 mV, the cell membrane becomes completely
permeable and the charge on the inside of the cell momentarily reverses. This
sudden depolarization and subsequent repolarization in electrical charge
across the membrane is the action potential.

3. The negative potential of the cell is restored via the outward flow of K*
through voltage-gated K* channels and closing of the voltage-gated Na*
channels.

4. There is a brief period in which hyperpolarization occurs (the inside is more
negative than at rest). This makes it more difficult for the axon to depolarize
straight away and prevents the action potential from traveling backwards.

An action potential in one part of the axon opens adjacent voltage-sensitive Na*
channels, and so the action potential moves progressively down the length of the
axon, starting from the cell body and ending at the axon terminal. The conduction
of the action potential along the axon may be speeded up if the axon is myelinated.
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The action potential consists of a number of phases.

Myelin is a fatty substance that is deposited around the axon of some cells
(especially those that carry motor signals). It blocks the normal Na*/K" transfer
and so the action potential jumps, via passive conduction, down the length of the
axon at the points at which the myelin is absent (called nodes of Ranvier).
Destruction of myelin is found in a number of pathologies, notably multiple
sclerosis.

Chemical signaling and the postsynaptic neuron

When the action potential reaches the axon terminal, the electrical signal initiates
a sequence of events leading to the release of neurotransmitters into the synaptic
cleft. Protein receptors in the membrane of the postsynaptic neurons bind to the
neurotransmitters. Many of the receptors are transmitter-gated ion channels (not
to be confused with voltage-gated ion channels found in the axon). This sets up
a localized flow of Na*, K*, or chloride (CI7), which creates the synaptic potential.
Some neurotransmitters (e.g. GABA) have an inhibitory effect on the postsynaptic
neuron (i.e. by making it less likely to fire). This can be achieved by making the
inside of the neuron more negative than normal and hence harder to depolarize
(e.g. by opening transmitter-gated CI~ channels). Other neurotransmitters (e.g.
acetylcholine) have excitatory effects on the post-synaptic neuron (i.e. by making
it more likely to fire). These synaptic potentials are then passively conducted as
already described.

How do neurons code information?

The amplitude of an action potential does not vary, but the number of action
potentials propagated per second varies along a continuum. This rate of responding
(also called the “spiking rate”) relates to the informational “code” carried by that
neuron. For example, some neurons may have a high spiking rate in some
situations (e.g. during speech), but not others (e.g. during vision), whereas other

KEY TERM

Myelin

A fatty substance that is
deposited around the
axon of some neurons
that speeds conduction.
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KEY TERMS

Gray matter

Matter consisting
primarily of neuronal cell
bodies.

White matter

Tissue of the nervous
system consisting
primarily of axons and
support cells.

Glia

Support cells of the
nervous system involved
in tissue repair and in the
formation of myelin
(@among other functions).

Corpus callosum

A large white matter tract
that connects the two
hemispheres.

Ventricles

The hollow chambers of
the brain that contain
cerebrospinal fluid.

neurons would have a complementary profile. Neurons responding to similar types
of information tend to be grouped together. This gives rise to the functional
specialization of brain regions that was introduced in Chapter 1.

If information is carried in the response rate of a neuron, what determines
the #ype of information that the neuron responds to? The type of information that
a neuron carries is related to the input it receives and the output it sends to other
neurons. For example, the reason neurons in the primary auditory cortex can be
considered to carry information about sound is because they receive input from
a pathway originating in the cochlea and they send information to other neurons
involved in more advanced stages of auditory processing (e.g. speech perception).
However, imagine that one were to rewire the brain such that the primary auditory
cortex was to receive inputs from the retinal pathway rather than the auditory
pathway (Sur & Leamey, 2001). In this case, the function of the primary “auditory”
cortex would have changed (as would the type of information it carries) even
though the region itself was not directly modified (only the inputs to it were
modified). This general point is worth bearing in mind when one considers what
the function of a given region is. The function of a region is determined by its
inputs and outputs. As such, the extent to which a function can be strictly localized
is a moot point.

THE GROSS ORGANIZATION OF THE BRAIN

Gray matter, white matter, and cerebrospinal fluid

Neurons are organized within the brain to form white matter and gray matter. Gray
matter consists of neuronal cell bodies. White matter consists of axons and
support cells (glia). The brain consists of a highly convoluted folded sheet of gray
matter (the cerebral cortex), beneath which lies the white matter. In the center of
the brain, beneath the bulk of the white matter fibers, lies another collection of
gray matter structures (the subcortex), which includes the basal ganglia, the limbic
system, and the diencephalon.

White matter tracts may project between different cortical regions within the
same hemisphere (called association tracts), may project between different cortical
regions in different hemispheres (called commissures; the most important
commissure being the corpus callosum) or may project between cortical and
subcortical structures (called projection tracts).

The brain also contains a number of hollow chambers termed ventricles.
These were incorrectly revered for 1,500 years as being the seat of mental life.
The ventricles are filled with cerebrospinal fluid (CSF), which does serve some
useful functions, albeit non-cognitive. The CSF carries waste metabolites, transfers
some messenger signals, and provides a protective cushion for the brain.

A hierarchical view of the central nervous system

Brain evolution can be thought of as adding additional structures onto older ones,
rather than replacing older structures with newer ones. For example, the main
visual pathway in humans travels from the retina to the occipital lobe, but a number
of older visual pathways also exist and contribute to vision (see Chapter 6). These
older pathways constitute the dominant form of seeing for other species such as
birds and reptiles.
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There are three different
kinds of white matter tract,
depending on the nature of
the regjons that are
connected.

Adapted from Diamond et al.,
1986. © 1986 by Coloring
Concepts, Inc. Reprinted by
permission of HarperCollins
Publishers.
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The brain consists of four ventricles filled with cerebrospinal fluid (CSF): the lateral ventricles are found in each hemisphere,
the third ventricle lies centrally around the subcortical structures, and the fourth ventricle lies in the brainstem (hindbrain).
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KEY TERMS Terms of reference and section

Anterior There are conventional directions for navigating around the brain, just as there is
Towards the front. a north, south, east, and west for navigating around maps. Anterior and posterior
Posterior refer to directions toward the front and the back of the brain, respectively. These
Towards the back. are also called rostral and caudal, respectively, particularly in other species that

have a tail (caudal refers to the tail end). Directions toward the top and the bottom
are referred to as superior and inferior, respectively; they are also known as
dorsal and ventral, respectively. The terms anterior, posterior, superior, and
inferior (or rostral, caudal, dorsal, and ventral) enable navigation in two dimen-
sions: front—back and top—bottom. Needless to say, the brain is three-dimensional
and so a further dimension is required. The terms lateral and medial are used to

Superior
Towards the top.

Inferior
Towards the bottom.

Frontal cortex I
/ Temporal cortex
Parietal cortex I
Occipital cortex I
Cingulate cortex E
Hippocampusﬁ
Amygdala m
Cerebrum

(teleru:ephalon) . Caudate
nucleus o
/ } Striatum I
Basal ganglia Pu‘taﬂ

Forebram n

Lentiform
_‘ Globus nucleus
/ Thalamus pallidus I J

Diencephalon Hypothalamus I

Mamillary bodies

Cerebral
cortex

Substantia nigra
Midbrain /I ]
Superior and inferior colliculi I

Cerebellum

Spinal cord ;

Hindbrain — Pons

Medulla oblongata

The central nervous system (CNS) is organized hierarchically. The upper levels of the hierarchy, corresponding to the upper
branches of this diagram, are the newest structures from an evolutionary perspective.
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refer to directions toward the outer surface and the center of the brain, respectively;
although “medial” is ambiguous, because it is also used in another context.
Although it is used to refer to the center of the brain, it is also used to refer to the
middle of structures more generally. For example, the medial temporal gyrus lies
on the lateral surface of the brain (not the medial surface). It is labeled medial
because it lies midway between the superior and inferior temporal gyri.

The brain can be sectioned into two-dimensional slices in a number of ways.
A coronal cross-section refers to a slice in the vertical plane through both
hemispheres (the brain appears roundish in this section). A sagittal section refers
to a slice in the vertical plane going through one of the hemispheres. When the
sagittal section lies between the hemispheres it is called a midline or medial section.
An axial (or horizontal) section is taken in the horizontal plane.

Dorsal/superior
(towards the top)

Posterior/caudal
(towards the back)

Anterior/rostral
(towards the front)

Ventrallinferior
(towards the bottom)

Terms of reference in the brain. Note also the terms lateral (referring to the outer surface of
the brain) and medial (referring to the central regions).

Sagittal
Anterior M
A == E
r/ :i A Coronal
AP
C ‘-(v 1}
T [
w{ bl
x)\\‘ =l
f
& & Medial
> é Posterior
- Horizontal
v =il bl (or axial)
Posterior Anterior

Terms of sections of the brain.

Adapted from Diamond et al., 1986. © 1986 by Coloring Concepts Inc. Reprinted by permission of
HarperCollins Publishers.

KEY TERMS

Dorsal
Towards the top.

Ventral
Towards the bottom.

Lateral
The outer part (cf.
medial).

Medial
In or toward the middle.



24 THE STUDENT’'S GUIDE TO COGNITIVE NEUROSCIENCE

KEY TERMS

Gyri (gyrus = singular)
The raised folds of the
cortex.

Sulci (sulcus =
singular)

The buried grooves of the
cortex.

THE CEREBRAL CORTEX

The cerebral cortex consists of two folded sheets of gray matter organized into
two hemispheres (left and right). The surface of the cortex has become increasingly
more convoluted with evolutionary development. Having a folded structure
permits a high surface area to volume ratio and thereby permits efficient packaging.
The raised surfaces of the cortex are termed gyri (or gyrus in the singular). The
dips or folds are called sulci (or sulcus in the singular).

Precentral Postcentral

Superior
Ly WIS sarietal lobule

,Inferior parietal lobule
SMG = supramarginal gyrus
AG = angular gyrus

Superior
frontal gyrus

Middle
frontal gyrus

Inferior ’ . .
frontal Superior Medial Inferior
gyrus temporal temporal temporal
gyrus gyrus gyrus

Cingulate Paracentral
gyrus gyrus

Precuneus

Superior
frontal gyrus

Cuneus

Gyrus rectus Lingual gyrus

Uncus Parahippocampal Medial/lateral
gyrus occipitotemporal
gyrus

The main gyri of the lateral (top) and medial (bottom) surface of the brain. The cortical sulci
tend to be labeled according to terms of reference. For example, the superior temporal
sulcus lies between the superior and medial temporal gyri.
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The cortex is only around 3 mm thick and is organized into different layers
that can be seen when viewed in cross-section. The different layers reflect the
grouping of different cell types. Different parts of the cortex have different
densities in each of the layers. Most of the cortex contains six main cortical layers,
termed the neocortex (meaning “new cortex”). Other cortical regions are the
mesocortex (including the cingulate gyrus and insula) and the allocortex (including
the primary olfactory cortex and hippocampus).

The lateral surface of the cortex of each hemisphere is divided into four lobes:
the frontal, parietal, temporal and occipital lobes. The dividing line between the
lobes is sometimes prominent, as is the case between the frontal and temporal
lobes (divided by the lateral or sylvian fissure), but in other cases the boundary
cannot readily be observed (e.g. between temporal and occipital lobes). Other
regions of the cortex are observable only in a medial section, for example the
cingulate cortex. Finally, an island of cortex lies buried underneath the temporal
lobe; this is called the insula (which literally
means “island” in Latin).

There are three different ways in which
regions of cerebral cortex may be divided and,

KEY TERM

Brodmann’s areas
Regions of cortex defined
by the relative distribution
of cell types across
cortical layers
(cytoarchitecture).

hence, labeled:

1. Regions divided by the pattern of gyri and
sulci. The same pattern of gyri and sulci is
found in everyone (although the precise shape
and size varies greatly). As such, it is possible
to label different regions of the brain
accordingly.

2. Regions divided by cytoarchitecture. One of
the most influential ways of dividing up the
cerebral cortex is in terms of Brodmann’s
areas. Brodmann divided the cortex up into
approximately 52 areas (labeled from BA1 to
BAS52), based on the relative distribution of
cell types across cortical layers. Areas are
labeled in a circular spiral starting from the
middle, like the numbering system of Parisian
suburbs. Over the years, the map has been
modified.

3. Regions divided by function. This method
tends only to be used for primary sensory and
motor areas. For example, Brodmann areas
17 and 6 are also termed the primary visual
cortex and the primary motor cortex, respec-
tively. Higher cortical regions are harder
(if not impossible) to ascribe unique func-
tions to.

The Brodmann areas of the brain on the lateral (top) and medial

(bottom) surface.
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KEY TERMS

Basal ganglia

Regions of subcortical
gray matter involved in
aspects of motor control
and skill learning; they
consist of structures such
as the caudate nucleus,
putamen, and globus
pallidus.

Limbic system

A region of subcortex
involved in relating the
organism to its present
and past environment;
limbic structures include
the amygdala,
hippocampus, cingulate
cortex, and mamillary
bodies.

Thalamus

A major subcortical relay
center; for instance, it is
a processing station
between all sensory
organs (except smell) and
the cortex.

Hypothalamus

Consists of a variety of
nuclei that are specialized
for different functions that
are primarily concerned
with the body and its
regulation.

THE SUBCORTEX

Beneath the cortical surface and the intervening white matter lies another collec-
tion of gray matter nuclei termed the subcortex. The subcortex is typically divided
into a number of different systems with different evolutionary and functional
histories.

The basal ganglia

The basal ganglia are large rounded masses that lie in each hemisphere. They
surround and overhang the thalamus in the center of the brain. They are involved
in regulating motor activity, and the programming and termination of action (see
Chapter 8). Disorders of the basal ganglia can be characterized as hypokinetic
(poverty of movement) or hyperkinetic (excess of movement). Examples of these
include Parkinson’s and Huntington’s disease, respectively (see Chapter 8). The
basal ganglia are also implicated in the learning of rewards, skills, and habits (see
Chapters 9 and 15). The main structures comprising the basal ganglia are: the
caudate nucleus (an elongated tail-like structure), the putamen (lying more laterally)
and the globus pallidus (lying more medially). The caudate and putamen funnel
cortical inputs into the globus pallidus, from which fibers reach into the thalamus.
Different circuits passing through these regions either increase or decrease the
probability and intensity of certain behaviors (e.g. voluntary movements).

Putamen

Caudate

Amygdala

The basal ganglia are involved in motor programming and skill
learning.
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The limbic system

The limbic system is important for relating the
organism to its environment based on current
needs and the present situation, and based on
previous experience. It is involved in the detection
and expression of emotional responses. For
example, the amygdala has been implicated in the
detection of fearful or threatening stimuli (see
Chapter 15), and parts of the cingulate gyrus have
been implicated in the detection of emotional and
cognitive conflicts (see Chapter 14). The hippo-
campus is particularly important for learning and
memory (see Chapter 9). Both the amygdala and
hippocampus lie buried in the temporal lobes of
each hemisphere. Other limbic structures are
clearly visible on the underside (ventral surface)
of the brain. The mamillary bodies are two small
round protrusions that have traditionally been
implicated in memory (Dusoir et al., 1990). The
olfactory bulbs lie on the under surface of the
frontal lobes. Their connections to the limbic
system underscore the importance of smell for
detecting environmentally salient stimuli (e.g.
food, other animals) and its influence on mood and
memory.

The diencephalon

The two main structures that make up the di-
encephalon are the thalamus and the hypo-
thalamus.

The thalamus consists of two interconnected
egg-shaped masses that lie in the center of the
brain and appear prominent in a medial section.
The thalamus is the main sensory relay for all
senses (except smell) between the sense organs
(eyes, ears, etc.) and the cortex. It also contains
projections to almost all parts of the cortex and the
basal ganglia. At the posterior end of the thalamus
lie the lateral geniculate nucleus and the medial
geniculate nucleus. These are the main sensory
relays to the primary visual and primary auditory
cortices, respectively.

Cingulate
Mamillary gyrus

bodies Fornix

Amygdala

Hippocampus

The limbic system.

Hypothalamus

Mamillary
body

Midbrain

Pons

Medulla

The ventral surface of the brain shows the limbic structures of the
olfactory bulbs and mamillary bodies. Other visible structures
include the hypothalamus, optic nerves, pons, and medulla.

The hypothalamus lies beneath the thalamus and consists of a variety of
nuclei that are specialized for different functions primarily concerned with the
body. These include body temperature, hunger and thirst, sexual activity, and
regulation of endocrine functions (e.g. regulating body growth). Tumors in this
region can lead to eating and drinking disorders, precocious puberty, dwarfism,

and gigantism.
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Striatum
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Globus :
', pallidus /
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Lentiform
nucleus

Lateral
ventricle

Cerebral
cortex

Hypothalamus

Thalamus Amygdala

A coronal section through the
amygdala and basal ganglia
shows the thalamus and
hypothalamus as prominent
in the midline.

KEY TERMS

Superior colliculi

A midbrain nucleus that
forms part of a
subcortical sensory
pathway involved in
programming fast eye
movements.

Inferior colliculi

A midbrain nucleus that
forms part of a
subcortical auditory
pathway.

Superior
colliculi

Inferior
colliculi

Superior
cerebellar
peduncle

Inferior
cerebellar

peduncle Cerebellum

A posterior view of the midbrain and hindbrain. Visible structures
include the thalamus, pineal gland, superior colliculi, inferior
colliculi, cerebellum, cerebellar peduncle, and medulla oblongata
(the pons is not visible but lies on the other side of the
cerebellum).

THE MIDBRAIN AND HINDBRAIN

The midbrain region consists of a number of structures, only a few of which will
be considered here. The superior colliculi and inferior colliculi (or colliculus in
singular) are gray-matter nuclei. The superior colliculi integrate information from
several senses (vision, hearing, and touch), whereas the inferior colliculi are
specialized for auditory processing. These pathways are different from the main
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cortical sensory pathways and are evolutionarily older. They may provide a fast
route that enables rapid orienting to stimuli (flashes or bangs) before the stimulus
is consciously seen or heard (Sparks, 1999). The midbrain also contains a region
called the substantia nigra, which is connected to the basal ganglia. Cell loss in
this region is associated with the symptoms of Parkinson’s disease.

The cerebellum (literally “little brain”) is attached to the posterior of the
hindbrain via the cerebellar peduncles. It consists of highly convoluted folds of
gray matter. It is organized into two interconnected lobes. The cerebellum is
important for dexterity and smooth execution of movement. This function
may be achieved by integrating motor commands with online sensory feedback
about the current state of the action (see Chapter 8). Unilateral lesions to the
cerebellum result in poor coordination on the same side of the body as the lesion
(i.e. ipsilesional side). Bilateral lesions result in a wide and staggering gait, slurred
speech (dysarthria), and eyes moving in a to-and-fro motion (nystagmus). The
pons is a key link between the cerebellum and the cerebrum. It receives
information from visual areas to control eye and body movements. The medulla
oblongata protrudes from the pons and merges with the spinal cord. It regu-
lates vital functions such as breathing, swallowing, heart rate, and the wake—sleep
cycle.

SUMMARY AND KEY POINTS OF THE CHAPTER

* The neuron is the basic cell type that supports cognition. Neurons
form a densely interconnected network of connections. Axons send
signals to other cells and dendrites receive signals.

* Neurons code information in terms of a response rate. They only
respond in certain situations (determined by the input they receive
from elsewhere).

* Neurons are grouped together to form gray matter (cell bodies) and
white matter (axons and other cells). The cortical surface consists of
a folded sheet of gray matter organized into two hemispheres.

* There is another set of gray matter in the subcortex that includes the
basal ganglia (important in regulating movement), the limbic system
(important for emotion and memory functions) and the diencephalon
(the thalamus is a sensory relay center and the hypothalamus is
concerned with hemostatic functions).

EXAMPLE ESSAY QUESTIONS

* How do neurons communicate with each other?

* Describe how electrical and chemical signals are generated by
neurons.

* Compare and contrast the different functions of the forebrain,
midbrain and hindbrain.

KEY TERMS

Cerebellum

Structure attached to the
hindbrain; important for
dexterity and smooth
execution of movement.

Pons

Part of the hindbrain;
a key link between the
cerebellum and the
cerebrum.

Medulla oblongata

Part of the hindbrain;

it regulates vital functions
such as breathing,
swallowing, heart rate,
and the wake—sleep
cycle.



o@‘”'lr,o RECOMMENDED FURTHER READING

(3] Z
Ky g * Bear, M. F., Connors, B. W., & Paradiso, M. A. (2006).

Visit the companion Neuroscience: Exploring the brain (3rd edition). Baltimore, MA:

website at www. Lippincott Williams & Wilkins. A detailed book that covers all aspects

psypress/cw/ward for: of neuroscience. It is recommended for students whose degree

* References to key contains significant neuroscience components. The book may be

papers and readings beyond the need of many psychology students.
) \k/ie‘i/et‘(’)lio?éz“’iews 2l e Crossman, A. R. & Neary, D. (2010). Neuroanatomy: An illustrated

colour text (4th edition). Edinburgh: Harcourt Publishers. A good and
clear guide that is not too detailed.

 Links to the Interactive
Neuroanatomy website

and Harvard’s MR/ e Pinel, J. P. J. & Edwards, M. (2007). A colorful introduction to the
Brain Atlas anatomy of the human brain: A brain and psychology coloring book
* Multiple choice (2nd edition). New York: Pearson. An active way of learning your way

questions and

interactive flashcards

to test your knowledge
* Downloadable glossary

around the brain.


http://www.psypress/cw/ward
http://www.psypress/cw/ward

CHAPTER 3

The electrophysiological
brain

CONTENTS

In search of neural representations: single-cell

recordings 33
Electroencephalography and event-related potentials 36

Mental chronometry in electrophysiology and coghnitive

psychology 41
Magnetoencephalography 47
Summary and key points of the chapter 48
Example essay questions 48
Recommended further reading 48

How is it possible that the world “out there” comes to be perceived, comprehended,
and acted upon by a set of neurons operating “in here”? Chapter 2 introduced some
of the basic properties of the neuron, including the fact that the rate of responding
of a neuron (in terms of the number of action potentials or “spikes”) is a continuous
variable that reflects the informational content of that neuron. Some neurons may
respond, say, when an animal is looking at an object but not when listening to a
sound. Other neurons may respond when an animal is listening to a sound but not
looking at an object, and still others may respond when both a sound and an object
are present. As such, there is a sense in which the world out there is reflected by
properties of the system in here. Cognitive and neural systems are sometimes said
to create representations of the world. Representations need not only concern
physical properties of the world (e.g. sounds, colors) but may also relate to more
abstract forms of knowledge (e.g. knowledge of the beliefs of other people,
factual knowledge).

Cognitive psychologists may refer to a mental representation of, say, your
grandmother, being accessed in an information-processing model of face pro-
cessing. However, it is important to distinguish this from its neural representation.
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KEY TERMS

Representations
Properties of the world
that are manifested in
cognitive systems (mental
representation) and
neural systems (neural
representation).

Single-cell recordings
(or single-unit
recordings)

Measure the
responsiveness of a
neuron to a given
stimulus (in terms of
action potentials per
second).

Electroencephalography
(EEG)

Measurements of
electrical signals
generated by the brain
through electrodes placed
on different points on the
scalp.

There is unlikely to be a one-to-one relationship between a hypothetical mental
representation and the response properties of single neurons. The outside world
is not copied inside the head, neither literally nor metaphorically; rather, the
response properties of neurons (and brain regions) correlate with certain real-world
features. As such, the relationship between a mental representation and a neural
one is unlikely to be straightforward. The electrophysiological method of single-
cell recordings has been used to investigate questions related to neural
representations, and this method will be considered first in this chapter.

The other electrophysiological method that will be considered in this chapter
is electroencephalography (EEG). This is based on measurements of electrical
signals generated by the brain through electrodes placed on different points on
the scalp. Changes in electrical signal are conducted instantaneously to the scalp,
and this method is therefore particularly useful for measuring the relative timing
of cognitive events and neural activity. The method of event-related potentials
(ERP) links the amount of change in voltage at the scalp with particular cognitive
events (e.g. stimulus, response). It has also become increasingly common to link
the rate of change of the EEG signal to cognitive processes (oscillation based
measures) that also depend on the good temporal resolution of EEG.

ERP measurements have much in common with the main method of cogni-
tive psychology, namely, the reaction time measure. It is important to note
that the absolute time to perform a task is not normally the thing of interest in
cognitive psychology. It is of little theoretical interest to know that one reads
the word “HOUSE” within 500 ms (ms = millisecond). However, relative differ-
ences in timing can be used to make inferences about the cognitive system.
For example, knowing that people are slower at reading “HoUSE” when printed
in mIxEd CaSe could be used to infer that, perhaps, our mental representations
of visual words are case-specific (e.g. Mayall
et al., 1997). The extra processing time for

“HoUSE” relative to “HOUSE” may reflect the

Oscilloscope

need to transform this representation into a more
@ standard one. Other methods in cognitive neuro-

science are sensitive to measures other than

timing. For example, functional imaging methods

(such as fMRI) have a better spatial resolution than

Amplifier

temporal resolution (see Chapter 4). Lesion
methods tend to rely on measuring error rates

Microelectrode

rather than reaction times (see Chapter 5).
Methods such as transcranial magnetic stimulation
(TMS) have both good spatial and temporal
resolution (see Chapter 5). It is important to stress
that all these methods converge on the question
of how cognitive processes are carried out by
the brain. Just because one method is sensitive
to timing differences and another is sensitive to

Screen

Receptive field spatial differences does not mean that the methods
just tell us when and where. The “when” and
Light “where” constitute the data, and the “how” is the

theory that accounts for them.

A typical experimental set-up
for single-cell recording.
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IN SEARCH OF NEURAL REPRESENTATIONS:
SINGLE-CELL RECORDINGS

How are single-cell recordings obtained?

By measuring changes in the responsiveness of a neuron to changes in a
stimulus or changes in a task, it is possible to make inferences about the building
blocks of cognitive processing. The action potential is directly measured in the
method of single-cell (and multi-unit) recordings. Single-cell recordings can be
obtained by implanting a very small electrode either into the neuron itself
(intracellular recording) or outside the membrane (extracellular recording) and
counting the number of times that an action potential is produced (spikes per
second) in response to a given stimulus (e.g. a face). This is an invasive method.
As such, the procedure is normally conducted on experimental animals only. The
electrodes are implanted during full anesthesia, and the recordings do not cause
the animal pain. Extracellular recordings are the norm in the mammalian brain
due to the small size of neurons. The method is occasionally conducted on humans
undergoing brain surgery (see Engel et al., 2005). It is impossible to measure action
potentials from a single neuron noninvasively (i.e. from the scalp) because the
signal is too weak and the noise from other neurons is too high.

An electrode may pick up on activity from multiple nearby neurons and,
when used in this way, is referred to as multi-cell (or multi-unit) recordings.
Special algorithms can then be applied to separate the combined signal into
individual contributions from different neurons. Technology has now advanced
such that it is possible to simultaneously record from 100 neurons in multi-
electrode arrays.

Distributed versus sparse coding

Hubel and Wiesel (1959) conducted pioneering studies of the early visual cortical
areas (see Chapter 6 for detailed discussion). They argued that visual perception
is hierarchical in that it starts from the most basic visual elements (e.g. small
patches of light and dark) that combine into more complex elements (e.g. lines
and edges), that combine into yet more complex elements (e.g. shapes). But what
is the highest level of the hierarchy? Is there a neuron that responds to one
particular stimulus? A hypothetical neuron such as this has been termed a
grandmother cell because it may respond, for example, just to one’s own
grandmother (Bowers, 2009). The term was originally conceived to be multi-
modal, in that the neuron may respond to her voice, and the thought of her, as
well as the sight of her. It is now commonly referred to as a cell that responds to
the sight of her (although from any viewpoint).

Rolls and Deco (2002) distinguish between three different types of
representation that may be found at the neural level:

1. Local representation. All the information about a stimulus/event is carried
in one of the neurons (as in a grandmother cell).

2. Fully distributed representation. All the information about a stimulus/event
is carried in all the neurons of a given population.

3. Sparse distributed representation. A distributed representation in which a
small proportion of the neurons carry information about a stimulus/event.

KEY TERMS

Event-related potential
(ERP)

The average amount of
change in voltage at the
scalp that are linked to
the timing of particular
cognitive events (e.g.
stimulus, response).

Reaction time

The time taken between
the onset of a
stimulus/event and the
production of a behavioral
response (e.g. a button
press).

Multi-cell recordings (or
multi-unit recordings)
The electrical activity (in
terms of action potentials
per second) of many
individually recorded
neurons recorded at one
or more electrodes.

Grandmother cell

A hypothetical neuron
that just responds to
one particular stimulus
(e.g. the sight of one’s
grandmother).
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Could there be a single
neuron in our brain that
responds to only one
stimulus, such as our
grandmother? These
hypothetical cells are called
“grandmother cells.”

Several studies have attempted to distinguish between these accounts. Bayliss
et al. (1985) found that neurons in the temporal cortex of monkeys responded to
several different faces (from a set of five), albeit to different degrees. Similar results
have been found with much larger sets of faces in both monkeys (Rolls & Tovee,
1995) and more recently in humans undergoing surgery for epilepsy (Quiroga
et al., 2005). The neurons typically respond to several different stimuli from within
the same category (e.g. responding to several faces but no objects). This is
inconsistent with a strict definition of a grandmother cell. However, they also
showed a surprising degree of specificity. In the study on humans, Quiroga et al.
(2005) recorded from neurons in parts of the brain traditionally implicated in
memory rather than perception (i.e. medial temporal lobes). They found some
neurons that responded maximally to celebrities such as Jennifer Aniston or Halle
Berry, irrespective of the particular image used, clothes worn, etc. The “Halle
Berry neuron” even responded to the sight of her name and to her dressed up as
Catwoman, but not to other actresses dressed up as Catwoman. However, it is
impossible to conclude that the neuron only responds to Halle Berry without
probing an infinite number of stimuli. These studies speak against a fully
distributed representation of personal identity and are more consistent with the
notion of “sparse” coding at the top of the visual hierarchy.

Some neurons code for other aspects of a stimulus than facial identity. For
example, consider the pattern of responding of a particular neuron taken from the
superior temporal sulcus (STS) of an alert macaque monkey (Perrett ef al., 1992).
The activity of the neuron when shown four different views of faces is com-
pared with spontaneous activity in which no face is shown. The neuron responds
strongly to a downward gaze, both with the eyes and the whole head, but not an
upward or straight-ahead gaze. In this instance, the two stimuli that elicit the
strongest response (head down and head forward with eyes down) do not resemble
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Reprinted from Bayliss et al., 1985. © 1985, with permission from Elsevier.
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This neuron, recorded in the human medial temporal lobe, responds to Halle Berry (top panel) more than comparable stimuli
(bottom panel). The response of the neuron is depicted in two ways. A raster plot (blue) depicts the firing of the neuron over
time (represented left-to-right horizontally) by shading in when the neuron fires. Each row is a different recording with that
stimulus. The histogram (red) sums together the number of times that the neuron fired at each time point.

From Quiroga et al., 2005.
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This neuron responds when gaze is oriented downwards.

The activity of the neuron (spikes per second) is shown when

presented with four faces and during spontaneous activity (s.a.).

Adapted from Perrett et al., 1992.

each other physically, although they are related
conceptually. Coding of gaze direction may be
important for cognitive processes involved in
interpreting social cues (eye contact is perceived
as a threat by many species), or for orienting atten-
tion and action systems. Perhaps there is some-
thing interesting down there that would warrant
our attention.

The studies described above can all be
classified as rate coding of information by
neurons in that a given stimulus/event is associated
with an increase in the rate of neural firing. An
alternative way for neurons to represent informa-
tion about stimuli/events is in terms of temporal
coding, in that a given stimulus/event is associated
with greater synchronization of firing across
different neurons. Engel et al. (1991) obtained
multi-cell recordings from neurons in the primary
visual cortex. This region contains a spatial map
of the retinal image (see Chapter 6). If two regions

were stimulated with a single bar of light, the two regions synchronized their neural
firing. But, if the two regions were stimulated by two different bars of light, there
was no synchronization even though both regions showed a response in terms of
increased rate of firing. Temporal coding may be one mechanism for integrating
information across spatially separated populations of neurons.

Evaluation

Information is represented in neurons by the response rates to a given stimulus
or event and, in some circumstances, by the synchronization of their firing. This
can be experimentally measured by the methods of single-cell and multi-cell
recordings. Both ways of representing information may depend on sparse
distributed coding such that activity in several neurons is required to represent a
stimulus (e.g. a particular face). The sparseness of coding conserves energy and
may enable the brain to have a high memory capacity. Distributed representation
may protect against information loss if synapses or neurons are lost. It may also
allow the cognitive system to generalize and categorize (e.g. a novel stimulus that

KEY TERMS

Rate coding

The informational content
of a neuron may be
related to the number of
action potentials per
second.

Temporal coding

The synchrony of firing
may be used by a
population of neurons to
code the same stimulus
or event.

resembles a stored representation would partially activate this representation).

ELECTROENCEPHALOGRAPHY AND
EVENT-RELATED POTENTIALS

This section considers the basic principles behind the electrophysiological method
known as electroencephalography (EEG). The following sections go on to consider
some concrete examples of how EEG is used in contemporary cognitive
neuroscience and contrast it with other methods used in cognitive psychology and
cognitive neuroscience (principally the reaction-time measure).
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A participant in an EEG experiment.
AJ Photo / HOP AMERICAIN / Science Photo Library.

How does EEG work?

The physiological basis of the EEG signal originates in the postsynaptic dendritic
currents rather than the axonal currents associated with the action potential
(Nunez, 1981). These were described as passive and active currents, respectively,
in Chapter 2. Electroencephalography (EEG) records electrical signals generated
by the brain through electrodes placed on different
points on the scalp. As the procedure is non-
invasive and involves recording (not stimulation), Inion
it is completely harmless as a method. For an Y
electrical signal to be detectable at the scalp a
number of basic requirements need to be met in
terms of underlying neural firing. First, a whole
population of neurons must be active in synchrony
to generate a large enough electrical field. Second,
this population of neurons must be aligned in a
parallel orientation so that they summate rather
than cancel out. Fortunately, neurons are arranged
in this way in the cerebral cortex. However, the
same cannot necessarily be said about all regions
of the brain. For example, the orientation of
neurons in the thalamus renders its activity
invisible to this recording method. Nase Hesions

To gain an EEG measure one needs to com-
pare the voltage between two or more different  The 10-20 system of electrodes used in a typical EEG/ERP
sites. A reference site is often chosen that is likely  experiment.

Right ear Left ear
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to be relatively uninfluenced by the variable under investigation. One common
reference point is the mastoid bone behind the ears or a nasal reference; another
alternative is to reference to the average of all electrodes. The experimental
electrodes themselves are often arranged at various locations on the scalp and
often described with reference to the so-called 10-20 system of Jasper (1958).
The electrodes are labeled according to their location (F = frontal, P = parietal,
O = occipital, T = temporal, C = central) and the hemisphere involved (odd
numbers for left, even numbers for right, and “z” for the midline). For example,
the O, electrode is located over the right occipital lobe, and the F, electrode is
located over the midline of the frontal lobes. It is important to stress that the activity
recorded at each location cannot necessarily be attributed to neural activity near
to that region. Electrical activity in one location can be detected at distant locations.
In general, EEG/ERP is not best equipped for detecting the location of neural
activity (see later for further discussion).

Rhythmic oscillations in the EEG signal

The EEG signal, when observed over a sufficiently long timescale, has a wave-
like structure. The EEG signal tends to oscillate at different rates (also called
frequency bands) that are named after letters of the Greek alphabet: thus alpha
waves reflect oscillations in the 7 to 14 Hz range, beta in the 15 to 30 Hz range,
and gamma in the 30 Hz and above range (and so on). These oscillations arise
because large groups of neurons tend to be in temporal synchrony with each other
in terms of their firing (action potentials) and in terms of their slower dendritic
potentials (which forms the basis of the EEG signal). It has long been established
that different rates of oscillation characterize different phases of the sleep-wake
cycle (for the detailed mechanisms see McCormick & Bal, 1997).

In recent decades, attempts have been made to link the relative amount of
oscillations (the “power”) in different bands to different kinds of cognitive function
during normal wakefulness (Ward, 2003). This section will provide only a few
examples from the literature to illustrate the general principle. For instance,
increases in the alpha band have been linked to increased attention. More specific-
ally, it has been linked to filtering out of irrelevant information. If participants are
asked to ignore a region of space in which an irrelevant stimulus will later appear
(a so-called distractor) then increases in the alpha band are found over electrode
sites that represent that region of space (Worden ef al., 2000). Alpha is also greater
when attending to an internally generated image in which external visual input
is unattended (Cooper et al., 2003). An “increase in the alpha band” means that
neurons become more synchronized in their electrical activity specifically in the
7 to 14 Hz range. What is less clear is why this particular neural coding should
be linked to this kind of cognitive mechanism rather than changes in any other
frequency band.

By contrast, increases in the gamma band have been linked to perceptual
integration of parts into wholes. This kind of mechanism is important for object
recognition (e.g. deciding that a handle and hollowed cylinder is a single object—
a mug), and the general process is referred to as binding or grouping. Rodriguez
et al. (1999) presented participants with an ambiguous visual stimulus that could
be perceived either as a face (parts bound into a whole) or a meaningless visual
pattern (collection of separate parts). They found that increased gamma
synchronization was linked to the face percept (Rodriguez et al., 1999).
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Although gamma and delta have been linked to rather different functions
(similarly for other frequency bands), it is inconceivable that there will be a one-
to-one mapping between particular frequency bands and particular cognitive
functions. Synchronization (or desynchronization) of alpha, gamma, and so on are
linked to a wide range of cognitive functions and may come from different
regions in the brain. However, it provides another tool within which to understand
the different mechanisms that comprise cognition. Perhaps, most importantly, it
suggests that there is more to cognition than the amount of brain “activity” (the
standard interpretation of fMRI data) and suggests that the synchronization of brain
activity (measurable in EEG because of its fast temporal resolution) has particular
roles to play in cognition.

Event-related potentials (ERPs)

The most common use of EEG in cognitive neuroscience is not in measurements
of neuronal oscillations, but rather in the method known as ERP or event-related
potentials. The EEG waveform reflects neural activity from all parts of the brain.
Some of this activity may specifically relate to the current task (e.g. reading,
listening, calculating), but most of it will relate to spontaneous activity of other
neurons that do not directly contribute to the task. As such, the signal-to-noise
ratio in a single trial of EEG is very low (the signal being the electrical response
to the event and the noise being the background level of electrical activity). The
ratio can be increased by averaging the EEG signal over many presentations of
the stimulus (e.g. 50-100 trials), relative to the onset of a stimulus. In general,
the background oscillatory activity (alpha, beta, etc.) will not be synchronised with

Py P2
100 NW
When different EEG waves are averaged relative to
Ny presentation of a stimulus (e.g. a tone), the signal-to-
r 1 ] 1 1 1 1 1 1 *2 uv noise ratio is enhanced and an event-related potential is
0 . 400 observed. The figure shows the mean EEG signal to 1,
4 e {rose 10, 50, and 100 trials.

From Kolb and Whishaw, 2002. © 2002 by Worth Publishers.
Used with permission.
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(a) Release of an excitatory neurotransmitter results in positively charged ions flowing into the post-synaptic neuron (and a net
negativity in the extracellular region). (b) This sets up a dipole that may sum together with dipoles from surrounding neurons
(which tend to be aligned in the same way). (c) This conducts to the scalp as a distribution of positive and negative charges.
Changes in the negative or positive potential at a given site over time are the neural basis for the ERP signal.

From Luck & Girelli, 1998.

KEY TERM

Dipole

A pair of positive and
negative electrical
charges separated by a
small distance.

the onset of events and so these fluctuations are also averaged out. The results are
represented graphically by plotting time (milliseconds) on the x-axis and electrode
potential (microvolts) on the y-axis. The graph consists of a series of positive and
negative peaks, with an asymptote at 0 uV. This is done for each electrode, and
each will have a slightly different profile. The positive and negative peaks are
labeled with “P” or “N” and their corresponding number. Thus, P1, P2, and P3
refer to the first, second, and third positive peaks, respectively. Alternatively, they
can be labeled with “P” or “N” and the approximate timing of the peak. Thus,
P300 and N400 refer to a positive peak at 300 ms and a negative peak at 400 ms
(not the 300th positive and 400th negative peak!).

Whether a peak is positive or negative (its polarity) has no real significance
in cognitive terms, nor does a positive peak reflect excitation and a negative peak
inhibition. The polarity depends on the spatial arrangement of the neurons that
are giving rise to the signal at that particular moment in time. Positive ions flow
into the dendrites when an excitatory neurotransmitter is released leaving a net
negative voltage in the extracellular space. This creates what is called a dipole.
Dipoles from different neurons and different regions summate and conduct to the
skull, and these give rise to the characteristic peaks and troughs of the ERP
waveform. What is of interest in the ERP waveform, in terms of linking it to
cognition, is the timing and amplitude of those peaks. This is considered in the
next section.
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Where can a set of guidelines for conducting and reporting ERP

experiments be found?

A detailed set of guidelines is provided by Picton et al. (2000) and is based on a consensus agreed
by 11 leading laboratories in the field. This is recommended reading for all new researchers in the
field.

What behavioral measures should be obtained?

In almost all ERP experiments, participants are required to perform a task in which an overt
behavioral response is required (e.g. a button press), and this can be analyzed independently
(e.g. in terms of reaction times and/or error rates). One exception to this is ERP responses to
unattended stimuli (e.g. ignored stimuli, stimuli presented subliminally). It is not possible to record
vocal responses (e.g. picture naming) because jaw movements disrupt the EEG signal.

It is important that the initial hypothesis places constraints on the ERP component of interest
(e.g. “the experimental manipulation will affect the latency of P300 component”) rather than
predicting non-specific ERP changes (e.g. “the experimental manipulation will affect the ERP in
some way”). This is because the dataset generated from a typical ERP experiment is large and
the chance of finding a “significant” result that is not justified by theory or reliable on replication
is high.

How can interference from eye movement be avoided?

Not all of the electrical activity measured at the scalp reflects neural processes. One major source
of interference comes from movement of the eyes and eyelids. These movements occur at the
same frequencies as important components in the EEG signal. There are a number of ways of
reducing or eliminating these effects. One can instruct the participant not to blink or to blink only at
specified times in the experiment (e.g. after making their response). The problem with this method
is that it imposes a secondary task on the participant (the task of not moving their eyes) that may
affect the main task of interest. It is also possible to discard or filter out the effect of eye
movements in trials in which they have occurred (Luck, 2005).

MENTAL CHRONOMETRY IN ELECTROPHYSIOLOGY
AND COGNITIVE PSYCHOLOGY

Mental chronometry can be defined as the study of the time-course of information

processing in the human nervous system (Posner, 1978). The basic idea is that

changes in the nature or efficiency of information processing will manifest

themselves in the time it takes to complete a task. For example, participants are
faster at verifying that 4 + 2 = 6 than they are to verify that 4 + 3 = 7, and this is

faster than verifying that 5 + 3 = 8 (Parkman & Groen, 1971). What can be ~ Mental chronometry
concluded from this? First of all, it suggests that mathematical sums such as these e study _°f i time

are not just stored as a set of facts. If this were so, then all the reaction times ;‘::;zz;i):;};o?::m%an
would be expected to be the same because all statements are equally true. nenvous system.

It suggests, instead, that the task involves a stage in processing that encodes
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KEY TERM

Additive factors method
A general method for
dividing reaction times
into different stages.

numerical size together with the further assumption that larger sums place more
limits on the efficiency of information processing (manifested as a slower
verification time). This provides one example of how it is possible to make
inferences about the nature of cognitive processes from timing measures.

A task such as verification of sums is likely to involve a series of stages,
including visual recognition of the digits, computing the sum and producing a
response. The reaction time measure is the end product of all these stages.
Sternberg (1969) developed a general method for dividing reaction times into
different stages termed the additive factors method. His experiment involved
a working memory task in which participants were given an array of one, two or
four digits to hold in mind (e.g. 5, 9, 3, 2). They were then shown a single probe
digit (e.g. 9) and asked to press one of two buttons (labeled “yes” and “no”) to
indicate whether this item had been in the previous array. Sternberg proposed that
the task could be divided into a number of separate stages, including:

Encoding the probe digit.

Comparing the probe digit with the items held in memory.
Decision about which response to make.

Responding by executing the button press.

bl S

He further postulated that each of these stages could be independently influenced
by different factors affecting the task. For instance, the encoding stage may be
affected by the perceptibility of the probe digit (e.g. presenting it on a patterned
background). The comparison stage may be affected by the number of items in
the array (the more items in the array, the slower the task). He reasoned that,
if different factors affect different stages of processing, then the effects should
have additive effects on the overall reaction time, whereas if they affect the same
processing stage, they should have interactive effects. The strength of this method
is that one could then take an unknown factor (e.g. sleep deprivation, Parkinson’s

Additive effect Interactive effect
(suggested by parallel lines) (suggested by non-parallel lines)
Response
A Perceptually A incompatible
degraded (e.g. probe =5,
= = response = 6)
g E
5 Perceptually = Respons:e
£ intact £ compatible
= - (e.g. probe = 5,
5 ‘5_ response = 5)
© g
m m
& &
I | ] ] | |
1 2 4 1 2 4
Size of comparison array Size of comparison array

Sternberg’s additive factors method assumes that if two variables affect different stages of
processing then they should have an additive effect on the overall reaction time (left), but if
two variables affect the same stage of processing then the factors should have an interactive
effect (right). His task involved comparing a probe digit (e.g. 5) with an array of one, two, or
four digits held in mind.
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disease, reading ability) and determine whether this

. - . A (a) Peak 3
has an interactive effect on stimulus perceptibility Bk
(implying that the new factor affects perceptual B, ot
encoding) or whether it has an interactive effect with il
the number of items in the array (implying the new
factor affects the comparison stage) or both (implying (b) a

the new factor has effects at multiple levels).

The additive factors approach has been very
influential in cognitive psychology research, although
it is to be noted that the assumptions do not always
apply. For example, the model assumes that the stages
are strictly sequential (i.e. later stages do not occur crr
until earlier ones are complete), but this assumption
is not always valid.

At this juncture it is useful to consider how the Py
mental chronometry approach applies to the analysis
and interpretation of ERP data. Whereas a reaction
time consists of a single measure that is assumed to
reflect different stages/components, an ERP waveform consists of a series of peaks
and troughs that vary continuously over time. These peaks and troughs are likely
to have some degree of correspondence with different cognitive stages of processing.
For example, in the task described above, earlier peaks may reflect perceptual
encoding and later peaks may reflect the comparison stage. One could then observe
how the amplitude of those peaks varied, say, with the number of items to be
compared. One could also observe whether a new variable (e.g. sleep deprivation)
affected earlier or later peaks. The different peaks and troughs of the ERP signal
have been referred to as ERP components (Donchin, 1981). There may not be a
simple mapping between an ERP component and a cognitive component of a task.
For example, a single cognitive component may reflect the action of several
spatially separate neural populations (i.e. one cognitive component could affect
several ERP components) or several cognitive components may be active at once
and sum together, or cancel each other out, in the ERP waveform (i.e. several
cognitive components affect a single ERP component). As such, some researchers
prefer to use the more neutral term ERP deflection rather than ERP component.

Investigating face processing with ERPs and
reaction times

This chapter has already considered the neural representation of faces as measured
by single-cell recordings. ERP studies have also investigated the way that faces are
processed. A full model of face processing is discussed in Chapter 6, but a
consideration of a few basic stages will suffice for the present needs. An initial stage
consists of perceptual coding of the facial image (e.g. location of eyes, mouth),
followed by a stage in which the facial identity is computed. This stage is assumed
to map the perceptual code onto a store of known faces and represents the face
irrespective of viewing conditions (e.g. lighting, viewing angle). (Note that this
doesn’t assume grandmother cells because facial identity could be computed by a
population of neurons.) Finally, there may be a representation of the identity of the
person that is not tied to any modality (e.g. responds to faces and names) and may
enable retrieval of other types of knowledge (e.g. their occupation).

Graph (a) shows an observed
ERP waveform and graphs
(b) and (c) show two
different sets of hidden
components that could have
given rise to it. This
illustrates the point that
there is not a one-to-one
mapping between ERP
components and the activity
of underlying cognitive/neural
components.

From Luck, 2005. © 2004
Massachusetts Institute of

Technology by permission of the
MIT Press.
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KEY TERM

N170

An ERP component
(negative potential at 170
ms) linked to perceiving
facial structure.

As with the single-cell results, there is evidence for an ERP component
that is relatively selective to the processing of faces compared with other classes
of visual objects. This has been termed the N170 (a negative peak at 170 ms)
and is strongest over right posterior temporal electrode sites (Bentin et al., 1996).
This component is uninfluenced by whether the face is famous or not (Bentin
& Deouell, 2000) and is also found for cartoon “smiley” faces (Sagiv &

Bentin, 2001). It is, however, reduced if the face is perceptually degraded
(Schweinberger, 1996). The N250, by contrast, is larger for famous and personally
familiar faces relative to unfamiliar faces (Herzmann, et al., 2004) and responds

Putative ERP component

Perceptual coding
of the face

Face recognition
(identity processing)

Person recognition
(faces and names)

N170 (affected by perceptual
changes to image)

N250 (unaffected by view changes,
affected by familiarity)

P400-600 (affected by both faces
and names)

A simple model of several hypothetical stages involved in face
processing together with their putative ERP manifestations.
Photo © Bernard Bisson and Thierry Orban/Sygma/Corbis.
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The N170 is observed for both human faces (purple) and animal
faces (blue), but not other objects (green).

From Rousselet et al., 2004. With permission of ARVO.

to presentation of different images of the same
person (Schweinberger et al., 2002b). This
suggests that it codes properties of the specific
face rather than the specific image. Later, positive-
going components (from 300 ms onwards) are
also sensitive to the repetition and familiarity of
specific person identities, and the effects general-
ize to names as well as faces (Schweinberger
et al., 2002a).

Having sketched out a plausible relation-
ship between different components of the ERP
waveform and different cognitive processes, it is
possible to use these electrophysiological markers
to adjudicate between different theories of face
processing. One debate in the cognitive psych-
ology literature concerns the locus of associative
priming. Associative priming refers to the fact
that reaction times are faster to a stimulus if that
stimulus is preceded by a stimulus that tends to co-
occur with it in the environment. For example,
judging that the face of Mikhail Gorbachev (the
last President of the Soviet Union) is familiar is
performed faster if it immediately follows Boris
Yeltsin’s face (former President of Russia) or even
Yeltsin’s name (Young ef al., 1988). The fact that
associative priming is found between names and
faces might imply that the effect arises at a late
stage of processing. However, there is evidence
inconsistent with this. Using Sternberg’s (1969)
method, it has been found that associative priming
interacts with stimulus degradation (Bruce &
Valentine, 1986) and that associative priming
interacts with how perceptually distinctive a face
is (Rhodes & Tremewan, 1993). This would imply
that associative priming has a perceptual locus
such that perceiving Gorbachev’s face also
activates the perceptual face representation of
Yeltsin. Schweinberger (1996) used ERP meas-
ures to determine the locus of associative priming
of faces and names. ERP was suitable for address-
ing this question because it enables early and late
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time points to be measured separately. He found
that associative priming has a late effect (after 300
ms) on the ERP waveform that is more consistent
with a post-perceptual locus. Effects of stimulus LG
degradation were found under 150 ms. Schwein-
berger (1996) suggests that, in this instance, the
Sternberg method may have led to an invalid
conclusion because it assumes discrete stages.

(a) (b)

Two horizontally spaced symbols (the dots in a) do not elicit an

Endogenous and exogenous ERP
components

N170 unless they have previously been presented in the context
of a face (b). The participant’s task was merely to count flowers

(e.g. ¢), and so both the faces and “eyes” were irrelevant to

Traditionally, ERP components have been classi- the task.

fied as belonging to one of two categories.
Exogenous components are those that appear to
depend on the physical properties of a stimulus (e.g. sensory modality, size,
intensity). These have also been called evoked potentials. Endogenous com-
ponents, in contrast, appear to depend on properties of the task (e.g. what the
participant is required to do with the stimulus). These can even occur in the absence
of an external stimulus (e.g. if an expected stimulus does not occur; Sutton et al.,
1967). Exogenous components tend to be earlier than endogenous components.

Although the exogenous—endogenous classification is useful, it should be
considered as a dimension rather than a true categorical distinction. To remain
with the current example of face processing, consider the nature of the ERP
waveform when viewing two repeated symbols that are horizontally spaced
(e.g. ++). Typically, such symbols do not evoke the N170 response characteristic
of face processing (Bentin ef al., 2002). However, if the symbols have previously
been shown embedded in a face context (as eyes), then the pair of symbols do
elicit the N170 response (Bentin ef al., 2002). Is this an endogenous or exogenous
component? It is impossible to say. Although the N170 is normally taken as
indicative of perceptual processing (an exogenous component), in this instance it
is entirely dependent on the interpretive bias given.

The spatial resolution of ERPs

The discussion so far has emphasized the importance of ERPs in the timing of
cognition. The reason why the spatial resolution of this method is poor is given
by the so-called inverse problem. If one had, say, three sources of electrical
activity in the brain during a given task, and the magnitude and location of the
activity were known, then it would be possible to calculate the electrical potential
that we would expect to observe some distance away at the scalp. However, this
is not the situation that is encountered in an ERP study; it is the inverse. In an
ERP study, the electrical potential at the scalp is known (because it is measured),
but the number, location, and magnitude of the electrical sources in the brain
are unknown. Mathematically, there are an infinite number of solutions to the
problem.

The most common way of attempting to solve the inverse problem involves
a procedure called dipole modeling. This requires assumptions to be made about
how many regions of the brain are critical for generating the observed pattern of
scalp potentials. Attempts at dipole modeling with the N250 and N170 evoked

From Bentin et al., 2002. Reprinted by permission of Blackwell Publishing.

KEY TERMS

Associative priming
Reaction times are faster
to stimulus X after being
presented to stimulus Y
if X and Y have previously
been associated together
(e.g. if they tend to
CO-0ccur).

Exogenous
Related to properties of
the stimulus.

Endogenous
Related to properties of
the task.

Inverse problem

The difficulty of locating
the sources of electrical
activity from
measurements taken at
the scalp (in ERP
research).

Dipole modeling

An attempt to solve the
inverse problem in ERP
research that involves
assuming how many
dipoles (regions of
electrical activity)
contribute to the signal
recorded at the scalp.
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by face processing (see above) revealed probable loci in the fusiform gyrus and
the posterior occipital region, respectively (Schweinberger et al., 2002b). However,
the most common way of obtaining good spatial resolution is to use a different
method altogether, such as fMRI (see Chapter 4) or magnetoencephalography
(MEG). (For similar results from fMRI concerning face processing, see Eger
et al., 2004.)

Caricatures of faces are typically considered
humorous and are often used for deliberate
mockery or propaganda. As Richard Nixon's
unpopularity grew during the Watergate
scandal, so did his nose and jowls in published
caricatures (see Rhodes, 1996). The paradox of
caricatures is that the face is instantly
recognizable despite being perceptibly wrong. In
fact, people can sometimes be twice as fast at
recognizing a caricature of a face as the same
face undistorted (Rhodes et al., 1987); the
caricature appears to be more like the face
than the face itself. What does this reveal
about the way that faces are processed and

This caricature is instantly recognizable despite significant
represented? distortions. We are sometimes faster at recognizing
First of all, it is important to clarify how caricatures than actual depictions. Why might this be?

caricatures are created. Caricatures exaggerate

the distinctive features of an individual. Computer routines now exist that compare, for example, the
size of an individual’s nose with the average nose size. If the person has a larger than average
nose, then this will be enlarged further in the caricature. If someone has a smaller than average
nose, it will be shrunk in the caricature. It is also possible to morph a face to make it look more
average (a so-called anti-caricature), and such faces are typically rated as more attractive than the
real or caricatured face. One explanation for the effect of caricatures is to assume that our memory
representations of faces are caricatured themselves; that is, we store the distinctive properties of a
face rather than the face as it is. However, explanations such as these must assume that a “norm”
or prototype face exists from which to infer what constitutes a distinctive feature. Another
hypothesis is that it is the distinctiveness of caricatures per se that aids their recognition because
there are fewer similar-looking competitor faces (Valentine, 1991). This account does not need to
assume the existence of a face prototype, or that the stored representations themselves are
caricatured. Research using ERPs is consistent with this view. Photographic caricatures of unfamiliar
people lead, initially, to an enhancement of the N170 component relative to undistorted images or
anti-caricatures (Kaufmann & Schweinberger, 2008). As this component is normally associated with
perceptual coding of faces rather than memory of faces, it suggests that the effect is more likely to
be due to perceptual distinctiveness than the way faces are coded in memory.
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Evaluation

Investigating the time-course of cognitive processes is an important method in
cognitive psychology and cognitive neuroscience. Event-related potentials have
excellent temporal resolution. This method has a number of benefits over and
above reaction-time measurements: it provides a continuous measurement of
changes over time (rather than a single timing measure) and it is, at least in theory,
easier to link to neural processes in the brain. ERP also enables electro-
physiological changes associated with unattended stimuli (that are not responded
to) to be measured whereas a reaction-time measure always requires an overt

behavioral response.

MAGNETOENCEPHALOGRAPHY

The recording of magnetic signals, as opposed to
electrical ones, generated by the brain has a much
shorter history in cognitive neuroscience and
still remains in its infancy (for reviews, see
Papanicolaou, 1995; Singh, 2006). All electric
currents, including those generated by the brain,
have an associated magnetic field that is poten-
tially measurable. However, the size of this field
is very small relative to the ambient magnetic field
of the earth. As such, the development of
magnetoencephalography (MEG) had to wait
for suitable technological advances to become a
viable enterprise. This technological advance
came in the form of superconducting devices
termed SQUIDs (an acronym of Superconducting
Quantum Interference Device). A whole-head
MEG contains 200-300 of these devices. The
apparatus used requires extreme cooling, using
liquid helium, and isolation of the system in a
magnetically shielded room. As such, the costs and
practicalities associated with MEG are far greater
than those needed for EEG. However, the biggest
potential advantage of MEG over EEG is that it
permits a much better spatial resolution.

An MEG scanner. This extremely powerful machine measures the
magnetic fields produced by electrical activity in the brain.

MEG EEG/ERP

* Signal unaffected by skull, meninges, etc. * Signal affected by skull, meninges, etc.

* Poor at detecting deep dipoles ¢ Detects deep and shallow dipoles KEY TERM
* More sensitive to activity at sulci * Sensitive to gyri and sulci activity Magnetoencephal-
* Millisecond temporal resolution ¢ Millisecond temporal resolution ograghy (MEG)
- - - : : A noninvasive method for
* Potentially good spatial resolution * Poor spatial resolution recording magnetic fields
(2-3 mm)

generated by the brain at

* Expensive and limited availability * Cheaper and widely available the scalp.
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SUMMARY AND KEY POINTS OF THE CHAPTER

* Neuronal activity generates electrical and magnetic fields that can be
measured either invasively (e.g. single-cell recording) or noninvasively
(e.g. EEG).

» Studies of single-cell recordings are based on measuring the number
of action potentials generated and provide clues about how neurons
code information, by measuring the specificity of their responses to
external stimuli.

* When populations of neurons are active in synchrony they produce an
electric field that can be detected at the scalp (EEG). When many
such waves are averaged together and linked to the onset of a
stimulus (or response), then an event-related potential (ERP) is
obtained.

* An ERP waveform is an electrical signature of all the different
cognitive components that contribute to the processing of that
stimulus. Systematically varying certain aspects of the stimulus or
task may lead to systematic variations in particular aspects of the
ERP waveform. This enables inferences to be drawn about the timing
and independence of cognitive processes.

EXAMPLE ESSAY QUESTIONS

* How does the brain generate electrical signals, and how are these
used in electrophysiological techniques?

* How do neurons code information?

* What is an “event-related potential” (or ERP) and how can it be used
to inform theories of cognition?

* What have electrophysiological studies contributed to our
understanding of how faces are represented and processed by the
brain?

RECOMMENDED FURTHER READING

e Dickter, C. L. & Kieffaber, P. D. (2014). EEG methods for the
psychological sciences. London: Sage. Covers some material missed
by Luck, including use of ERPLAB and frequency-based analysis.

* Luck, S. J. (2005). An introduction to the event-related potential
technique. Cambridge, MA: MIT Press. This is the place to start if you
are going to conduct research using EEG/ERPs.

e Senior, C., Russell, T., & Gazzaniga, M. S. (2006). Methods in mind.
Cambridge, MA: MIT Press. Includes chapters on single-cell recording,
EEG, and MEG.
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If George Orwell had written Nineteen Eighty-four during our times, would he
have put an MRI scanner in the Ministry of Truth? Could we ever really know
the content of someone else’s thoughts using functional imaging technology? This
chapter will consider how functional imaging methods work, focusing in particular
on fMRI (functional magnetic resonance imaging). This chapter is broadly divided
into three parts. The first part considers how functional and structural brain
imaging works, with particular reference to underlying neurophysiology. The
second part considers methodological factors that are important in ensuring
that the results obtained can indeed be meaningfully linked to cognitive theory.
The third part covers how functional imaging data are analyzed to find regions of
activation and considers some of the pitfalls in their interpretation. Finally, the
chapter returns to the question of whether functional imaging could be used as an
Orwellian-like mind reader.
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KEY TERMS

Structural imaging
Measures of the spatial
configuration of different
types of tissue in the
brain (principally CT and
MRI).

Functional imaging
Measures temporary
changes in brain
physiology associated
with cognitive processing;
the most common
method is fMRI and is
based on a hemodynamic
measure.

STRUCTURAL IMAGING

One key distinction is the difference between structural imaging methods and
functional imaging methods. Structural imaging is based on the fact that different
types of tissue (e.g. skull, gray matter, white matter, cerebrospinal fluid) have
different physical properties. These different properties can be used to construct
detailed static maps of the physical structure of the brain. The most common
structural imaging methods are computerized tomography (CT) and magnetic
resonance imaging (MRI). Functional imaging is based on the assumption that
neural activity produces local physiological changes in that region of the brain.
This can be used to produce dynamic maps of the moment-to-moment activity of
the brain when engaged in cognitive tasks.

Computerized tomography

Computerized tomography (CT) scans are constructed according to the amount
of X-ray absorption in different types of tissue. The amount of absorption is related
to tissue density: bone absorbs the most (and so the skull appears white),
cerebrospinal fluid absorbs the least (so the ventricles appear black), and the brain
matter is intermediate (and appears gray). Given that CT uses X-rays, the person
being scanned is exposed to a small amount of radiation.

CT scans are typically used only in clinical settings, for example to diagnose
tumors or to identify hemorrhaging or other gross brain anomalies. CT cannot
distinguish between gray matter and white matter in the same way as MRI, and
it cannot be adapted for functional imaging purposes.

Magnetic resonance imaging

Magnetic resonance imaging (MRI) was one of the most important advances in
medicine made during the twentieth century. Its importance was recognized by
the awarding of the 2003 Nobel Prize to its inventors—Sir Peter Mansfield and

An example of CT (left), T1-weighted MRI (center), and T2-weighted MRI (right) scans of the brain. Note how the MRI scans
are able to distinguish between gray matter and white matter. On the T1-weighted scan (normally used for structural images),
gray matter appears gray and white matter appears lighter.
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Paul Lauterbur. There are a number of advantages of this method over CT
scanning, as summarized below:

* It does not use ionizing radiation and so is completely safe (people can be
scanned many times).

e It provides a much better spatial resolution, which allows the folds of
individual gyri to be discerned.

» It provides better discrimination between white matter and gray matter; this
may enable early diagnosis of some pathologies, and can be used to explore
how normal variation brain structure is linked to differences in cognitive
ability.

* It can be adapted for use in detecting the changes in blood oxygenation
associated with neural activity, and in this context is called functional MRI
(fMRI).

MRI physics for non-physicists

MRI is used to create images of soft tissue of the body, which X-rays pass through
largely undistorted. Most human tissue is water-based and the amount of water
in each type of tissue varies. Different types of tissue will thus behave in slightly
different ways when stimulated, and this can be used to construct a three-
dimensional image of the layout of these tissues (for an accessible, but more
detailed description, see Savoy, 2002).

The sequence of events for acquiring an MRI scan is as follows. First, a strong
magnetic field is applied across the part of the body being scanned (e.g. the brain).
The single protons that are found in water molecules in the body (the hydrogen
nuclei in H,0) have weak magnetic fields. (Other atoms and nuclei also have
magnetic moments, but in MRI it is the hydrogen nuclei in water that form the
source of the signal.) Initially, these fields will be oriented randomly, but when
the strong external field is applied a small fraction of them will align themselves
with this. The external field is applied constantly during the scanning process. The
strength of the magnetic field is measured in units called tesla (T). Typical
scanners have field strengths between 1.5 and 3 T; the Earth’s magnetic field is
of the order of 0.0001 T.

When the protons are in the aligned state a brief radio frequency pulse is
applied that knocks the orientation of the aligned protons by 90 degrees to their
original orientation. As the protons spin (or precess) in this new state, they
produce a detectable change in the magnetic field and this is what forms the basis
of the MR signal. The protons will eventually be pulled back into their original
alignment with the magnetic field (they “relax’). The scanner repeats this process
serially by sending the radio wave to excite different slices of the brain in turn.
With the advent of acquisition methods such as echo planar imaging, a whole brain
can typically be scanned in about 2 s with slices of around 3 mm.

Different types of image can be created from different components of the MR
signal. Variations in the rate at which the protons return back to the aligned state
following the radio frequency pulse (called the T1 relaxation time) can be used
to distinguish between different types of tissue. These T1-weighted images are
typically used for structural images of the brain. In a T1-weighted image, gray
matter looks gray and white matter looks white. When in the misaligned state, at
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The sequence of events in
the acquisition of an MRI
scan.

Very strong magnetic fields are created
by passing electric currents through coils
and switching them on and off rapidly.
When the current is switched on it
causes the coil to expand very slightly,
but suddenly, and this generates a loud
banging noise. Most MR scanners
generate noise in excess of 100 dB.

90 degrees to the magnetic field, the MR signal
also decays because of local interactions with
nearby molecules. This is termed the T2 com-
ponent. Deoxyhemoglobin produces distortions in
this component and this forms the basis of the
image created in functional MRI experiments
(called a T2* image, “tee-two-star”).

FUNCTIONAL IMAGING

Whereas structural imaging measures the perm-
anent characteristics of the brain, functional
imaging is designed to measure the moment-to-
moment variable characteristics of the brain that
may be associated with changes in cognitive
processing.

Basic physiology underpinning
functional imaging
The brain consumes 20 percent of the body’s

oxygen uptake; it does not store oxygen and it
stores little glucose. Most of the brain’s oxygen

and energy needs are supplied from the local blood supply. When the metabolic
activity of neurons increases, the blood supply to that region increases to meet

the demand (for a review, see Raichle, 1987; but see Attwell & Iadecola, 2002).
Techniques such as PET measure the change in blood flow to a region directly,
whereas fMRI is sensitive to the concentration of oxygen in the blood. They are
therefore referred to as hemodynamic methods.



Small scale differences (at the millimeter
level) in the organization and concentration
of white matter and gray matter can now be
analyzed noninvasively using MRI. This is
providing important clues about how
individual differences in brain structure are
linked to individual differences in cognition.
Two important methods are voxel-based
morphometry, or VBM, and diffusion
tensor imaging, or DTI.

Voxel-based morphometry (VBM)
capitalizes on the ability of structural MRI to
detect differences between gray matter and
white matter (Ashburner & Friston, 2000).
VBM divides the brain into tens of thousands
of small regions, several cubic millimeters in size (called voxels) and the
concentration of white/gray matter in each voxel is estimated. It is then
possible to use this measure to compare across individuals by asking
questions such as these: If a new skill is learned, such as a second
language, will gray matter density increase in some brain regions?

Will it decrease in other regions? How does a particular genetic variant
affect brain development? Which brain regions are larger, or smaller, in
people with good social skills versus those who are less socially
competent? Kanai and Rees (2011) provide a review of this method in
relation to cognitive differences.

Diffusion tensor imaging (DTI) is different from VBM in that it
measures the white matter connectivity between regions (Le Bihan
et al., 2001). (Note: VBM measures the amount of white matter without
any consideration of how it is connected.) It is able to do this because
water molecules trapped in axons tend to diffuse in some directions but
not others. Specifically, a water molecule is free to travel down the
length of the axon but is prevented from traveling out of the axon by the
fatty membrane. When many such axons are arranged together it is
possible to quantify this effect with MRI (using a measure called
fractional anisotropy). As an example of a cognitive study using DTI,
Bengtsson et al. (2005) found that learning to play the piano affects
the development of certain white matter fibers. However, different fibers
were implicated depending on whether the piano was learned during
childhood, adolescence, or adulthood.

Visualization of a DTI
measurement of a human
brain. Depicted are
reconstructed fiber tracts
that run through the mid-
sagittal plane.

Image by Thomas Schultz
from http://upload.wikimedia.
org/wikipedia/commons/8/82/
DTl-sagittal-fibers.jpg.

KEY TERMS

Voxel-based
morphometry (VBM)

A technique for
segregating and
measuring differences in
white matter and gray
matter concentration.

Diffusion tensor
imaging (DTI)

Uses MRI to measure
white matter connectivity
between brain regions.

Fractional anisotropy
(FA)

A measure of the extent
to which diffusion takes
place in some directions
more than others.


ttp://upload.wikimedia.org/wikipedia/commons/8/82/DTI-sagittal-fibers.jpg
ttp://upload.wikimedia.org/wikipedia/commons/8/82/DTI-sagittal-fibers.jpg
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The brain is always physiologically active. Neurons would die if they were
starved of oxygen for more than a few minutes. This has important consequences
for using physiological markers as the basis of neural “activity” in functional
imaging experiments. It would be meaningless to place someone in a scanner,
with a view to understanding cognition, and simply observe which regions were
receiving blood and using oxygen because this is a basic requirement of all
neurons, all of the time. As such, when functional imaging researchers refer to a
region being “active,” what they mean is that the physiological response in one
task is greater relative to some other condition. There is a basic requirement in
all functional imaging studies that the physiological response must be compared
with one or more baseline responses. Good experimental practice is needed to
ensure that the baseline task is appropriately matched to the experimental task
otherwise the results will be very hard to interpret.

It is also worth pointing out that hemodynamic methods are not measuring
the activity of neurons directly but, rather, are measuring a downstream conse-
quence of neural activity (i.e. changes in blood flow/oxygen to meet metabolic
needs). This is to be contrasted with methods such as EEG (electroencephal-
ography) and MEG (magnetoencephalography) that measure the electrical/
magnetic fields generated by the activity of neurons themselves.

Positron emission tomography

Positron emission tomography (PET) has been replaced by fMRI as the imaging
method of choice. However, PET does still have a few advantages: radiolabelled
pharmacological agents can be used to trace certain specific pathways, and it is
less susceptible to signal distortion around the air cavities (e.g. sinuses, oral cavity)
than fMRI. It is introduced briefly here, as many of the classic studies in functional
imaging were based on this method.

PET uses a radioactive tracer injected into the bloodstream. The greater the
blood flow in a region, the greater the signal emitted by the tracer in that region.
The most commonly used tracers are oxygen-15, administered in the form of water,
and fluorine-18, administered in the form of a glucose sugar. However, it is also
possible to use other tracers. For example, it is possible to use radiolabeled
neurotransmitters to investigate particular neural pathways and to study the effects
of drugs on the brain. Volkow ef al. (1997), for instance, were able to study how
different aspects of cocaine abuse (e.g. euphoria, craving, restlessness) are
implemented by different systems in the brain by administering a radiolabeled
tracer with a similar profile to the drug.

When the tracer is in the bloodstream it converts back from the unstable
radioactive form into the normal stable form. As it does so, it emits a particle
(called a positron) that then collides with an electron, releasing two photons that
can be detected by detectors positioned around the head, thus enabling a spatial
image to be constructed. The positron travels 2—3 mm before collision. However,
the need to average across participants in PET means that the effective spatial
resolution is somewhat worse than this (about 10 mm). The spatial resolution refers
to the accuracy with which one can measure where a cognitive event (or more
accurately, a physiological change) is occurring.

In PET it takes 30 sec for the tracer to enter the brain and a further 30 sec
for the radiation to peak to its maximum. This is the critical window for obtaining
changes in blood flow related to cognitive activity. The temporal resolution of
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PET is therefore around 30 sec. The temporal
resolution refers to the accuracy with which one
can measure when a cognitive event is occurring.
Given that most cognitive events take place within
a second, this is very slow indeed.

Functional magnetic resonance
imaging

Functional magnetic resonance imaging (fMRI)
uses standard MRI equipment and, unlike PET,
there is no need for ionizing radiation. As such, it
means that participants can be retested in the
scanner many times, if need be. Testing of a single
participant can normally be completed in under an hour, allowing 30—40 min to
complete the experiment and 10 min for a high-resolution structural MRI scan
to be obtained.

The component of the MR signal that is used in fMRI is sensitive to the
amount of deoxyhemoglobin in the blood. When neurons consume oxygen they
convert oxyhemoglobin to deoxyhemoglobin. Deoxyhemoglobin has strong
paramagnetic properties and this introduces distortions in the local magnetic field.
This distortion can itself be measured to give an indication of the concentration
of deoxyhemoglobin present in the blood. This technique has therefore been termed
BOLD (for blood oxygen-level-dependent contrast; Ogawa et al., 1990). The way
that the BOLD signal evolves over time in response to an increase in neural activity
is called the hemodynamic response function (HRF). The HRF has three
phases, as plotted and discussed below (see also Hoge & Pike, 2001):

1. Initial dip. As neurons consume oxygen there is a small rise in the amount
of deoxyhemoglobin, which results in a reduction of the BOLD signal (this
is not always observed in 1.5 T magnets).

2. Overcompensation. In response to the increased consumption of oxygen, the
blood flow to the region increases. The increase in blood flow is greater than
the increased consumption, which means that the BOLD signal increases
significantly. This is the component that is normally measured in fMRI.

PET fMRI

¢ Based on blood volume .

Based on blood oxygen concentration

* Involves radioactivity (signal depends
on radioactive tracer)

* No radioactivity (signal depends on
deoxyhemoglobin levels)

¢ Participants scanned only once

¢ Participants scanned many times

¢ Temporal resolution = 30 sec

¢ Temporal resolution = 1-4 sec

* Effective spatial resolution = 10 mm

¢ Spatial resolution = 1 mm

¢ Must use a blocked design

¢ Can use either blocked or event-
related design

* Sensitive to the whole brain

* Some brain regions (e.g. near
sinuses) are hard to image

* Can use pharmacological tracers

Over the last 10 years
functional magnetic
resonance imaging (fMRI)
has overtaken PET scans in
functional imaging
experiments.

KEY TERMS

BOLD

Blood oxygen level-
dependent contrast; the
signal measured in fMRI
that relates to the
concentration of
deoxyhemoglobin in the
blood.

Hemodynamic response
function (HRF)

Changes in the BOLD
signal over time.
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The hemodynamic response
function (HRF) has a number
of distinct phases.

Overcompensation

BOLD signal intensity
o

Undershoot

0 2 4 6 8 10 12 14 16 18 20 22 24 Time (s)

3. Undershoot. Finally, the blood flow and oxygen consumption dip before
returning to their original levels. This may reflect a relaxation of the venous
system, causing a temporary increase in deoxyhemoglobin again.

The hemodynamic signal changes are small—approximately 1-3 percent with
moderately sized magnets (1.5 T). The hemodynamic response function is
relatively stable across sessions with the same participant in the same region, but
is more variable across different regions within the same individual and more
variable between individuals (Aguirre et al., 1998).

The spatial resolution of fMRI is around 1 mm depending on the size of the
voxel. The temporal resolution of fMRI is several seconds and related to the rather
sluggish hemodynamic response. This allows the use of event-related designs (see
later), but it is still slow compared with the speed at which cognitive processes
take place. In fMRI the sluggishness of the hemodynamic response to peak and
then return to baseline does place some constraints on the way that stimuli are
presented in the scanning environment that differ from equivalent tasks done
outside the scanner. However, it is not the case that one has to wait for the BOLD
response to return to baseline before presenting another trial, as different HRFs
can be superimposed on each other (Dale & Buckner, 1997). In general during

Timing of stimulus presentation Hemodynamic response function Predicted fMRI data
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Unless the stimuli are presented far apart in time (e.g. every 16 sec) the predicted change in BOLD response will not
resemble a single HRF but will resemble many superimposed HRFs. Statistically, the analysis is trying to find out which voxels
in the brain show the predicted changes in the BOLD response over time, given the known design of the experiment and the
estimated shape of the HRF. To achieve this there has to be sufficient variability in the predicted BOLD response

(big peaks and troughs).
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fMRI, there may be fewer trials that are more spaced out in time than standard
cognitive testing, and it is common to have “null events” (e.g. a blank screen).
These null events allow the BOLD signal to dip toward baseline, essentially
providing the necessary variability in the signal needed for the analysis. In
standard cognitive psychology experiments (e.g. using response time measures)
the amount of data is effectively the same as the number of trials and responses.
In the equivalent fMRI experiment, the amount of data is related to the number
of brain volumes acquired rather than the number of trials or responses.

FROM IMAGE TO COGNITIVE THEORY:
EXPERIMENTAL DESIGN

An example of cognitive subtraction methodology

One of the groundbreaking studies for establishing the use of functional imaging
of cognition was that by Petersen et al. (1988), which was designed to look for
brain regions specialized for the processing of written and spoken words. A
consideration of this study provides a good introduction to the principle of
cognitive subtraction. The idea behind cognitive subtraction is that, by
comparing the activity of the brain in a task that utilizes a particular cognitive
component (e.g. the visual lexicon) to the activity of the brain in a baseline task
that does not, it is possible to infer which regions are specialized for this particular
cognitive component. As has been noted, the brain is always active in the
physiological sense and so it is not possible to infer from a single task which
regions are dedicated to specific aspects of the task; a comparison between two
or more tasks or conditions is always needed.

Let’s consider the different processes involved with reading and understanding
isolated written words. A simple model of written word recognition is given below,
which forms the motivation for the imaging study to be described. The study by
Petersen et al. (1988) was concerned with identifying brain regions involved with:
(1) recognizing written words; (2) saying the words; and (3) retrieving the meaning
of the words. To do this, the researchers performed
a number of cognitive subtractions.

KEY TERM

Coghnitive subtraction

A type of experimental
design in functional
imaging in which activity
in a control task is
subtracted from activity in
an experimental task.

To work out which regions are involved with
recognizing written words, Petersen et al

. . ) S CAKE
compared brain activity when passively viewing
words (e.g. CAKE) with passively viewing a cross
(1) (see diagram on the next page). The logic is Visual analysis
that both experimental and baseline tasks involve
visual processing (and so a subtraction should Ir

cancel this out), but only the experimental task

involves visual word recognition (so this should l l
remain after subtraction). Word meaning == Word sound
To work out which regions are involved
with producing spoken words they compared I l
passive viewing of written words (see CAKE) Bt il “cake* ?ﬁ;i‘:

with reading aloud the word (see CAKE, say

Written word recognition

“cake”). In this instance, both experimental

and baseline tasks involve visual processing of  gasic cognitive stages involved in reading written words aloud and
the word and word recognition (so subtracting producing spoken semantic associates to written words.
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should cancel these out), but only the experimental task involves spoken output
(so activity associated with this should remain after subtraction).

To work out which regions are involved with retrieving the meaning of written
words, they compared a verb-generation task (e.g. see CAKE, say “eat”) with
reading aloud (e.g. see CAKE, say “cake”). In this instance, both experimental
and baseline tasks involve visual processing, word recognition and spoken output
(so subtracting should cancel out the activity associated with these processes), but
only the experimental task involves generating a semantic associate (so activity
associated with this should remain after subtraction).

The results of these subtractions show activity in a number of different sites.
Only the principal sites on the left lateral hemisphere are depicted in the diagram.
Recognizing written words activates bilateral sites in the visual (striate) cortex as
well as a site on the left occipitotemporal junction. Producing speech output in
the reading aloud condition activates the sensorimotor cortex bilaterally, whereas
verb generation activates the left inferior frontal gyrus. This last result has
provoked some controversy because of an apparent discrepancy from lesion data;
this is discussed later.

EXPERIMENTAL

* passive viewing of
written words

L'_ogm’tive components

word recognition

EXPERIMENTAL
* read aloud a
written word

Cognitive components

phonology/articulation

EXPERIMENTAL
* generate an action
e.g. see CAKE say "eat”
Cognitive components
: A
nsuall procesihg

retrieve meaning

What regions of brain used for recognizing words?

What regions of brain used for saying words?

What regions of brain used for retrieving meaning?

= Cognitive components

BASELINE
* passive viewing of
fixation cross (+)

Cognitive components

Motor areas
(reading aloud - passive)

Left inferior frontal gyrus
(verb generation - reading)

BASELINE
* passive viewing of

a written word
C_ogm‘t."ve components

wsual—preeesgrflg
WO FECOCHH O

BASELINE Occipital-temporal junction
* read aloud a (word - cross)
written word

phesehzgsedoasiog

Cognitive subtraction is founded on the assumption that it is possible to find two tasks (an experimental and baseline task)
that differ in terms of a small number of cognitive components. The results show several regions of activity, but only the main
results on the left lateral surface are depicted here.
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Problems with cognitive subtraction

With the benefit of hindsight, there are a number of difficulties with this study,
some of which are related to the particular choice of baseline tasks that were
employed. However, there are also more general problems with the method of
cognitive subtraction itself (Friston ef al., 1996). Consider the subtraction aimed
at identifying brain regions associated with written word recognition. The
assumption here was that both tasks involve visual processing but that one has
the added component of word recognition. That is, one assumes that adding an
extra component does not affect the operation of earlier ones in the sequence. This
is referred to as the assumption of pure insertion (or pure deletion). It could be
that the type or amount of visual processing that deals with written words is not
the same as for non-linguistic vision. The fact that the visual information presented
in the baseline task (viewing a cross, +) was simpler than in the experimental task
makes this a real possibility. However, a more basic problem is common to all
functional imaging experiments that employ this methodology. The addition of
an extra component in the task has the potential to change the operation of other
components in the task. That is, interactions are possible that make the imaging
data, at best, ambiguous. The next sections consider other types of design that
allow one to eliminate or even directly study these interactions.

The choice of baseline is crucial in imaging experiments and can have
substantial impacts on the data that is obtained. Ideally, the baseline should be as
similar to the experimental task as possible. For example, to find brain regions
involved with producing spoken words, Petersen et al. (1988) compared reading
aloud with viewing of written words. This is likely to involve several stages of
processing. It will involve retrieving the word from the brain’s store of vocabulary
(the mental lexicon), preparing and executing a motor command (to speak) and
also listening to what was said. The pattern of activity observed is therefore
ambiguous with regards to linking a precise cognitive function with brain structure.
Another baseline that could be used is to get the participant to articulate generic
verbal responses, such as saying the word “yes” whenever a word comes up (Price
et al., 1996a). This would enable one to study the lexical retrieval component while
factoring out the articulation and auditory feedback components.

In summary, functional imaging requires comparisons to be made between
different conditions because the brain is always physiologically active. Regions
of “activity” can only be meaningfully interpreted relative to a baseline, and the
selection of an appropriate baseline requires a good cognitive theory of the
elements that comprise the task. The simplest way of achieving this is the method
of cognitive subtraction that compares activity in an experimental task with
activity in a closely matched baseline task. However, the main problem with
cognitive subtraction is that it assumes that a cognitive component can be added
on to a task without changing the other components in the task (the problem of
pure insertion). Adding a new component to a task may interact with existing
components and this interaction may show up as a region of activity. Other types
of experimental design that reduce this particular problem have been developed
and are discussed in the next section.

KEY TERMS

Pure insertion
(also pure deletion)
The assumption that
adding a different
component to a task
does not change the
operation of other
components.

Interactions
The effect of one variable
upon another.
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KEY TERM Cognitive conjunctions and factorial designs

Efference copy

A motor signal used
to predict sensory
consequences of an
action.

The method of cognitive conjunction requires that one is able to identify a set of
tasks that has a particular component in common. One can then look for regions
of activation that are shared across several different subtractions rather than
relying on a single subtraction. A baseline task (or tasks) is still required, but the
problem of interactions can be reduced. This is because the interaction terms will
be different for each pair of subtractions.

Let’s consider one concrete example from the literature: why can’t we tickle
ourselves? Tactile sensations applied to the skin are rated as less ticklish if
produced by oneself relative to if they are elicited by another person. The key to
explaining this lies in the fact that it is possible to predict the sensory consequences
of our own actions. The motor commands that we generate specify where and
when the touch will occur and the manner of the touch (e.g. a rough or gentle
tickle). This information can then be used to predict what the action will feel like.
Thus a representation of the motor command (a so-called efference copy) is sent
to the relevant sensory area, touch in this example, so that the perceptual system
knows what to expect. This may help the brain to prioritize incoming sensory

+ Touch - Touch
A. Self-produced tactile B. Self-produced movement
sensation with no tactile sensation

+ Self movement  Hypothetical components: | Hypothetical components:
* Motor production *  Motor production
* Touch sensation
+ Efference copy

C. Externally produced D. Rest
tactile sensation
- Self movement
Hypothetical components: | Hypothetical components:
+ Touch sensation * None

Subject’s
right hand

Subject’s left

xed

W=

Experimenter's
hand

Why can’t we tickle ourselves? Self-produced touches (condition A) are less tickly because
we can predict their sensory consequences using an “efference copy” of the motor
command.

Bottom diagram adapted from Blakemore et al., 1998. © 1998 Elsevier.
Reproduced with permission.
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information toward the most relevant stimuli in the environment. Being touched
by someone or something else is arguably more important to the organism in terms
of detecting potential threats than being touched by oneself.

To investigate this, Blakemore et al. (1998) set up a factorial design with two
factors. The first factor was whether a tactile stimulus was felt; the second factor
was whether the participants moved their arm. The experiment involved moving
a felt rod that tickled the palm. The rod could be moved either by the experimenter
or the participant. It could either make contact with the palm or miss it altogether.
In total, this produced four experimental conditions, which have been labeled A
to D in the figure.

Before going on to consider the neural basis of the less tickly sensation
associated with condition A (hypothetically due to an efference copy), one can
perform two cognitive conjunctions to identify regions involved in motor
production and the tactile sensation per se. Consider the two pairs of subtractions,
A — B and C — D. If one asks the question, “What regions do these subtractions
have in common [i.e. (A —B) and (C — D)]?”, then this can isolate regions involved
in tactile sensation. The experiment found activity in the primary and secondary
somatosensory cortex in the hemisphere opposite the hand that was stimulated.
Consider the two pairs of subtractions, A — C and B — D. If one asks the question,
“What regions do these subtractions have in common [i.e. (A —C) and (B —D)]?”,
then this can isolate regions involved in motor production. In this analysis, the
experiment found several active regions, including primary motor, premotor and
prefrontal regions. In terms of methodology, the key point to note is that both of
these results are based on conjunctions between two different tasks and baselines
and this is sufficient to minimize the problem of pure insertion faced by using a
single subtraction alone.

However, these conjunction analyses do not enable one to analyze the neural
basis of the efference copy or the reduced ticklishness when self-produced. To
find this out, one can examine the interaction directly by performing the following
analysis: (A — B) — (C — D). This effectively asks the question: is the difference
between A and B more (or less) than the difference between C and D (an
interaction is simply a difference of differences)? In the present example, it would
ask whether the effect of touch is greater in the presence of self-movement than
in the presence of other-movement. Blakemore et al. (1998) report that there was
decreased activity in the somatosensory cortex. This is likely to be the neural
correlate of reduced ticklishness. There were also changes in cerebellum activity
that were not found in any other condition and were interpreted as the neural
correlate of the efference copy that links self-movement with touch.

Parametric designs

The main difference between a parametric design and a categorical design is that,
in a parametric design, the variable of interest is treated as a continuous dimension
rather than a categorical distinction (Friston, 1997). In intuitive terms, one is
measuring associations between brain activity and changes in the variable of
interest, rather than measuring differences in brain activity between two or more
conditions. Thus, one is ultimately likely to use correlations (or similar) to analyze
data collected using a parametric design.

Price et al. (1992) conducted an imaging study in which participants listened
passively to lists of spoken words spoken at six different rates between 0 words
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Different regions of the brain respond to changes in speech rate (words per minute, wpm) in different ways. Note that O wpm
is equivalent to rest. rCBF = regjonal cerebral blood flow.

Adapted from Price et al., 1992, and Friston, 1997.

per minute (i.e. silence, or rest) and 90 words per minute. The change in activity
in various regions could then be correlated with the rate of speech. Note that in
a parametric design such as this, a separate baseline condition is not necessary
(the effects are evaluated globally across all levels of the factor). In terms of the
results, a number of interesting findings were observed. In areas involved in
auditory perception (e.g. the primary auditory cortex), the faster the speech rate,
the greater the activity. However, in regions involved in non-acoustic processing
of language (e.g. Wernicke’s area), the activity was related to the presence of
words irrespective of speech rate. In a region often associated with verbal working
memory (the left dorsolateral prefrontal cortex), a more complex picture was found
(Friston, 1997). Activity increased with speech rate but then decreased as the
speech rate got faster (an inverted-U function). It suggests that the region has an
optimal level at which it functions, beyond which it fails to keep up. This is
consistent with the notion of working memory having a limited capacity. One
interesting point to note is that, if the experimenters had compared 20 words per
minute with 50 words per minute in a cognitive subtraction or a factorial design,
this region would not have appeared to be implicated in the task.
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Functional integration

Most of the functional imaging studies described in this book could be labeled as
studies of functional specialization. Functional specialization implies that a region
responds to a limited range of stimuli/conditions and that this distinguishes it from
the responsiveness of other neighboring regions. It is not strictly the same as
localization, in that it is not necessary to assume that the region is solely
responsible for performance on a given task or to assume that other regions may
not also respond to the same stimuli/conditions (Phillips et al., 1984). Functional
integration, on the other hand, refers to the way in which different regions
communicate with each other. This is likely to be essential for a full understanding
of how cognition is linked to the brain, and also for dismissing claims that
functional imaging is a new phrenology (Friston, 2002; Horwitz et al., 1999).

The basic approach of functional integration is to model how activity in
different regions is interdependent. This is used to infer the effective connectivity
or functional connectivity between regions when performing a task (these methods
use techniques such as structural equation modeling and principal components
analysis, which are beyond the scope of the present discussion). If parametric
designs correlate brain activity with some cognitive/behavioral measure, then
designs employing functional integration correlate different regions of brain activity
with each other. To give a concrete example, Friston and Frith (1995) conducted
an imaging study with a 2 x 2 factorial design with task instruction as one factor
(generate words beginning with “A” versus repeating letters) and subject group
as the other factor (participants either had or had not been diagnosed as schizo-
phrenic). Although both groups showed a number of similar frontal and temporal
lobe activities, there was a strong correlation between activity in these regions in
controls and a striking absence of correlation in the schizophrenics. Friston and
Frith argued that schizophrenia is best characterized in terms of a failure of com-
munication between distant brain regions (i.e. a functional disconnection).

One commonly used procedure for measuring functional integration does not
use any task at all. These are known as resting state paradigms. Participants are
merely asked to lie back and rest. In the absence of a task, the fluctuations in brain
activity are little more than noise. However, in brain regions that are functionally
connected the noise levels tend to correlate together. This has enabled researchers
to identify sets of networks in the brain, consisting of spatially separated regions,
for which fluctuations in activity tend to be shared (Damoiseaux et al., 2006). For
instance, one commonly studied network is called the default mode network of
the brain and is implicated in internalized thoughts: for instance, it tends to be more
active when not engaged in an experimental task (Raichle ez al., 2001). Differences
in the way that these networks operate and are constructed are found in various
conditions such as schizophrenia and autism (Buckner et al., 2008).

Event-related versus blocked designs

A separate issue as to the choice of experimental design (e.g. categorical versus
parametric) is how the different stimuli will be ordered. Broadly speaking, there
are two choices. First, stimuli that belong together in one condition could be
grouped together. This is termed a block design. Second, different stimuli or
conditions could be interspersed with each other. This is termed an event-related
design. In an event-related design the different intermingled conditions are
subsequently separated out for the purpose of analysis.

KEY TERMS

Functional integration
The way in which different
regions communicate with
each other.

Resting state paradigm
A technique for
measuring functional
connectivity in which
correlations between
several regions (networks)
are assessed while the
participant is not
performing any tasks.

Default mode network
A set of brain regions that
is more hemodynamically
active during rest than
during tasks.

Block design

Stimuli from a given
condition are presented
consecutively together.

Event-related design
Stimuli from two or more
conditions are presented
randomly or interleaved.
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It is essential to be aware of the local regulations that apply in your own institution but the following
points generally apply:

What are the risks of taking part in functional imaging

experiments?

The risks are small (PET) or negligible (fMRI). The risk from PET comes from the fact that it uses
a small amount of radioactivity. The amount of radioactivity from a PET scan is equivalent to
around 1-3 years of annual background radioactivity. fMRI does not use radiation and the same
participants can take part in multiple experiments. Participants wear ear protectors, given that the
scanner noise is very loud. Larger magnets (> 3 T) can be associated with dizziness and nausea,
and participants need to enter the field gradually to prevent this.

Are some people excluded from taking part in functional

imaging experiments?

Before entering the scanner, all participants should be given a checklist that asks them about their
current and past health. Pregnant women and children cannot take part in PET studies because of
the use of radiation. People with metal body parts, cochlear implants, embedded shrapnel or
pacemakers will not be allowed to take part in fMRI experiments. In larger magnets, eye make-up
should not be worn (it can heat up, causing symptoms similar to sunburn) and women wearing
contraceptive coils should not be tested. Before going into the scanner both the researcher and
participant should put to one side all metal objects such as keys, jewelry and coins, as well as
credit cards, which would be wiped by the magnet. Zips and metal buttons are generally okay, but
metal spectacle frames should be avoided. It is important to check that participants do not suffer
from claustrophobia as they will be in a confined space for some time. Participants have a rubber
ball that can be squeezed to signal an alarm to the experimenter, who can terminate the
experiment if necessary.

What happens if a brain abnormality is detected during

scanning?

There is always a very small possibility that a brain tumor or some other unsuspected abnormality
could be detected during the course of the study. In such instances, the researcher has a duty to
double-check this by inviting the participant back for a subsequent scan. Potential abnormalities are
followed up by a neurologist (or a clinically qualified member of staff), who would inform the
participant and their doctor, if needs be. Wolf et al. (2008) provide a set of ethics concerning the
incidental discovery of abnormalities during non-clinical scanning.

How can I find up-to-date details about safety in fMRI

experiments?

The standard safety reference is by Shellock (2014), and updates can be found at:
www.magneticresonancesafetytesting.com.
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In fMRI, the advantage of block designs over event-related ones is that the
method has more power; that is, it is more able to detect significant but small
effects (Josephs & Henson, 1999). The advantage of event-related designs over
blocked ones is that they enable a much wider range of experimental designs and
are more closely related to the typical design structure of most cognitive
psychology experiments. Certain types of empirical question can be adequately
addressed only with event-related designs. In some instances, there is no way of
knowing in advance how events should be grouped and so block designs are
impossible. For example, one event-related fMRI study investigated participants
in a tip-of-the-tongue state (Maril ez al. 2001). In this state people are unable to
retrieve a name (e.g. the capital of Peru) but have a strong certainty of knowing
the answer. In a typical experiment, responses fall into three categories (known,
unknown and tip-of-the-tongue). These are defined by each participant and cannot
be blocked together at the outset. To give another example of events being defined
by a participant, Ffytche et al. (1998) studied spontaneously occurring visual
hallucinations in patients with progressive blindness. The patients lifted their finger
when a hallucination occurred and lowered it when it disappeared. The neural
signal in the “on” phase could then be contrasted with the “off” phase. Finally,
some events cannot be blocked because the task requires that they are unexpected
and occur infrequently.

Q: How many factors in experiment?

™

1 2or3 4 or more
Parametric design or Factorial design Consider fewer factors
cognitive subtraction(s) (factors that could be categories {you will need lots of subjects

or parameters; measure interactions) and/or data points; the results

\ / will be hard to interpret)

Q: Imaging method?

N

PET fMRI

1

Q: Does the experimental hypothesis require you to present events
randomly OR are events determined by the the participant?

No Yes

FoN

Blocked design Event-related
design

Setting up a functional imaging experiment requires asking oneself a number of questions,
and making assumptions about the most appropriate method. This flowchart is intended to
be useful rather than prescriptive.
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(1)Block design:
Similar stimuli
grouped together

Time

(2)Event related:

Random ordering
of stimuli

Time

(3)Event-related:
Events can be determined
by the subject

Time

(4) Event-related:

Oddball (or unexpected)
events

Time

A comparison of block designs versus event-related designs.
The purple and green bars could represent different types of
stimuli, conditions or task.

Corrected MR signal
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Evaluation

A number of different methods are available for
setting up experiments in functional imaging. The
main consideration is that the method should be
appropriate for the hypothesis being tested (and
the level of detail of the hypothesis will vary
considerably). Having said this, the diagram on
p. 65 offers a number of general points to consider
and some suggested outcomes. Note that different
labs may have other established methods and that
the field itself is developing new methods all the
time.

ANALYZING DATA FROM
FUNCTIONAL IMAGING

The images of brains with superimposed colored
blobs are the outcome of several stages of data
processing and statistical analysis. In fact, these
images are not literal pictures of the workings of
the brain at all. What these images depict are the
regions of the brain that are computed to be
statistically significant given the type of design
used. Functional imaging is a statistical science
and, as such, is susceptible to error. Although
different laboratories use different packages to
analyze their data, the challenges faced in analyz-
ing and interpreting functional imaging data are
common to them all (for a detailed discussion, see
Petersson ef al., 1999a, 1999b).

A central problem faced in the analysis of
functional imaging data is how to deal with
individual differences. Although the gross brain
structure does not differ considerably from one
person to the next, there are nevertheless signifi-
cant individual differences in the size of gyri and
the location of folds in the brain. For example, the

A hemodynamic response function related to the onset
of visual hallucinations (at O s, shown by purple bar).
This is derived by averaging together a number of
hallucinations involving visual regions of the brain. Note
how the brain activity precedes the onset of the
conscious experience by as much as 12 s. An example
of a reported hallucination is as follows: “colored shiny
shapes like futuristic cars or objects found in the
pyramids. The shapes contained edges within them and
did not look like real objects.”

From Ffytch et al., 1998. Reprinted by permission of Macmillan
Publishers Ltd. © 1998.
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Neurocognitive
Data acquisition model(s) <

!

Identify a hypothesis to test the
model or that would distinguish

Correct for head movement

l between two or more models
Stereotactic normalization 2 : ’
1 Devise an experiment to test the hypothesis
Smoothing Run the experiment/collect the data

Divide data according to design Analyze the det
(i.e. order of trials) ‘l

Interpret the data: What new light does it
i . shed on existing models? How do these s
Perform statistical comparison models need to be changed to account
for your findings?

The main stages of analyzing data in a functional imaging experiment.

location of sulci can vary between people by a centimeter or more (Thompson
et al., 1996).

The most common way of dealing with individual differences is effectively
to assume that they do not exist. Or, more properly put, individual differences
needn’t get in the way of making claims about general brain function. Individual
differences are minimized by averaging data over many participants, and one is
left with regions of activity that are common to most of us. Before this averaging
process can occur, the data from each individual needs to be modified in a number
of ways. First, each brain is mapped onto a standard reference brain (called
stereotactic normalization). This is followed by a process called smoothing,
which can enhance the signal-to-noise ratio and facilitates detection of common
regions of activity across individuals. A flow diagram summarizes the sequence
from initial hypothesis to data interpretation that typically occurs in a functional
imaging experiment. These main stages will be considered in turn.

Correction for head movement

Perhaps the biggest advantage of the fMRI technique over others is its good spatial
resolution. It is able to identify differences in activity over millimeter distances
(although this resolution still entails millions of neurons). However, there is a
downside to this; namely, that small spatial distortions can produce spurious results.
One key problem that has already been noted is that every brain differs spatially
in terms of size and shape. The process of stereotactic normalization attempts to
correct for this. A different problem is that each person’s head might be aligned
slightly differently in the scanner over time. If a person wriggles or moves the
head in the scanner, then the position of any active region will also move around.
This could either result in the region being harder to detect (because the activity
is being spread around) or a false-positive result could be obtained (because head

KEY TERMS

Stereotactic
normalization

The mapping of individual
differences in brain
anatomy onto a standard
template.

Smoothing
Redistributing brain
activity from neighboring
voxels to enhance the
signal-to-noise ratio.
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KEY TERMS

Voxel

A volume-based unit (cf.
pixels, which are 2D); in
imaging research the
brain is divided into many
thousands of these.

Talairach coordinates
Locations in the brain
defined relative to the
atlas of Talairach and
Tournoux.

Smoothing spreads the
activity across voxels—some
voxels (e.g. D4) may be
enhanced whereas others
(e.g. L8) may be reduced.

movements may appear to shift an active region between consecutive conditions).
It is for this reason that the collected data are corrected for head movement
(Brammer, 2001), which is minimized in the first place by physically restraining
the head in position, and instructing participants to keep as still as possible.

Stereotactic normalization

The process of stereotactic normalization involves mapping regions on each
individual brain onto a standard brain. Each brain is divided up into thousands of
small volumes, called voxels (volume elements). Each voxel can be given three-
dimensional spatial coordinates (X, y, z). This enables every x, y, z coordinate on
a brain to be mapped onto the corresponding x, y, z coordinate on any other brain.
Basically, the template of each brain is squashed or stretched (by applying
mathematical transformations that entail an optimal solution) to fit into the
standard space. The standard space that is used to report functional imaging data
across most laboratories in the world is provided by the brain atlas of Talairach
and Tournoux (1988). Each point in the brain is assigned a three-dimensional
X, y, z coordinate (commonly referred to as the Talairach coordinates) with the
origin lying at a region called the anterior commissure (small and easily seen in
most scans). The x-coordinate refers to left and right (left is negative and right is
positive). The y-coordinate refers to front and back (front/anterior is positive and
back/posterior is negative) and the z-coordinate refers to top and bottom (top is
positive and bottom is negative). This atlas is based on anatomical data from a
single post-mortem brain. However, rather than relying on comparisons to this
single brain, many contemporary studies use a template based on an average of
305 brains provided by the Montreal Neurological Institute (Collins ef al. 1994).

This averaged template is then put into Talairach
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coordinates and used in favor of the single brain

i K LM NOPQERS originally described in that atlas.

Smoothing

After each brain has been transformed into this

standard space, further stages of preprocessing

may take place before a statistical analysis. The

process of “smoothing” sounds like it could waste

H

important information, but it is an important
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part of data manipulation. Smoothing spreads
some of the raw activation level of a given voxel
to neighboring voxels. The closer the neighbor is,
the more activation it gets (the mathematically

Smoothing
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centered on each voxel). In the figure, the darker

the square, the more active it is. Consider voxel

D4. Prior to smoothing, this voxel is inactive, but

because it has many active neighbors the voxel

gets “switched on” by the smoothing process. In

contrast, consider voxel L8. This voxel is initially
active but, because it has inactive neighbors, it gets
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“switched off” by the smoothing process. Smoothing thus enhances the signal-to-
noise ratio. In this instance, one assumes that the signal (i.e. the thing of interest)
corresponds to the larger cluster of activity and the noise is the isolated voxel.
Neighboring voxels that are active mutually reinforce each other and the spatial
extent (i.e. size) of the active region is increased. If the brain happened to
implement cognition using a mosaic of non-adjacent voxels, then smoothing
would work against detecting such a system. There are, however, some statistical
techniques (such as multi-voxel pattern analysis, MVPA) that can be used to
analyze this kind of neural representation that do not require smoothing (Norman
et al. 2006). This is considered later.

As well as enhancing the signal-to-noise ratio, smoothing offers an additional
advantage for analyzing groups of participants. Smoothing increases the spatial
extent of active regions. As such, when averaging the activity across individuals
there is a greater chance of finding common regions of activity. Of course, if
individual differences are the focus of the study, then one may justifiably choose
not to smooth the data at all.

Statistical comparison

After the data have been stereotactically normalized, smoothed and corrected for
head movement, it is possible to perform a statistical analysis. The standard way
to do this is to ask the question: “Is the mean activity at a particular voxel in the
experimental condition greater than in the baseline condition?”” The same types
of statistical test as would be employed in any psychology experiment can be
used in functional imaging (e.g. a f-test to compare means). But there are com-
plications. In most psychology experiments one would typically have, at most,
only a handful of means to compare. In functional imaging, each brain slice is
divided up into tens of thousands of voxels and each one needs to be considered.
If one uses the standard psychology significance level of P < 0.05, then there
would be thousands of brain voxels active just by chance. (Recall that the
significance level represents the probability (P) at which one is willing to say that
a result is more than just a chance occurrence. The value of 0.05 represents a
1 in 20 chance level.) How could one prevent lots of brain regions being active
by chance? One could have a more conservative criteria (i.e. a lower signifi-
cance level), but the danger is that this will not detect regions that are important
(this is termed a type I error). An analogy here would be trying to count islands
by lowering or raising the sea level. If the sea level is too high, there are no
islands to observe. If the sea level is too low, there are islands everywhere. One
could divide the nominal P value (0.05) by the number of tests (i.e. voxels)—
a so-called Bonferroni correction. A difficulty with this approach is that the
activity at each voxel is not independent: neighboring voxels tend to have similar
activity, particularly if smoothed. This has led to the development of sophisti-
cated mathematical models of choosing a statistical threshold, based on spatial
smoothness (so-called random field theory). This general method of correction
is termed Family Wise Error (FWE). Other researchers generate thousands
of random brain images (e.g. by permuting the data) and select a threshold
(e.g. P <0.05) based on random datasets. This method of correction is termed the
False Discovery Rate (FDR). In this method a more conservative statistical
threshold would be used for datasets in which lots of voxels are active than in a
dataset in which only few voxels are active.

KEY TERMS

Family Wise Error (FWE)
An approach for
correcting for many
statistical comparisons
based on the number of
tests being conducted.

False Discovery Rate
(FDR)

An approach for
correcting for many
statistical comparisons
based on the number of
positive results obtained.



70 THE STUDENT’S GUIDE TO COGNITIVE NEUROSCIENCE

KEY TERMS

Inhibition

A reduction/suppression
of the activity of a brain
region (or a cognitive
process), triggered by
activity in another region/
process.

Excitation

An increase of the
activity of a brain region
(or a cognitive process),
triggered by activity in
another region/process.

When reading papers that have used functional imaging methods, one
sometimes observes that they report different significance levels that are
“corrected” or “uncorrected.” Why is this done and is it acceptable? A corrected
level implies that a more conservative criterion has been used to prevent detecting
lots of regions just by chance. However, if the interest is in one particular voxel,
then it is possible to use an uncorrected significance level (e.g. the standard P <
0.05) because in this instance there are not multiple comparisons over lots of brain
regions. Other procedures are used when investigating effects in a predetermined
region covering several voxels (a so-called small volume correction).

INTERPRETING DATA FROM FUNCTIONAL
IMAGING

What does it mean to say that a brain region is active in a functional imaging
experiment? Literally speaking, what this means is that the signal from that region
(the BOLD signal in fMRI) is greater in one condition than in other conditions
that are being compared (whether in a categorical design, parametric design or
whatever). There are several reasons why a region may be active and not all of
them are theoretically interesting. Importantly, it need not imply that the particular
region is essential for the task. Alternative accounts include: an increase in signal
could reflect the strategy that the participants happen to adopt, it could reflect use
of some general mechanism (e.g. increased attention) that is not specific to the
task, or it could reflect the fact that a region is receiving input but is not responding
to the input (i.e. inhibition). These competing scenarios can only be ruled out with
more rigorous experimentation. Chance occurrences can be ruled out by replicating
the results and the necessity of a region for a task can be determined using lesion
methods. This is discussed in more detail below.

Neuron (A-)

INACTIVE

-

EXCITATION

Inhibition versus excitation

Meuron (B-)

Functional imaging signals are assumed to be
correlated with the metabolic activity of neurons,
and synapses in particular (see Jueptner & Weiller,
1995). However, neurons can be metabolic-
ally active by virtue of both inhibitory interactions
(when the presynaptic neuron is active, the
postsynaptic neuron is switched off) and excita-
tions (when the presynaptic neuron is active,
the postsynaptic neuron is switched on). Most
connections are excitatory in nature. Logothetis
et al. (2001) demonstrated that the BOLD signal
used in fMRI is more sensitive to the neuronal
input into a region rather than the output from the
region. Thus, regions that “listen” to other active
regions but do not themselves respond to it could

Equivalent
synaptic activity

Neuron (B+)

appear as areas of activation.

Excitatory and inhibitory synaptic connections both involve
metabolic activity and thus an inhibited regjon could be
mistakenly interpreted as a region of activity.

It is unclear whether functional imaging can
distinguish between these two types of neural
function since both are assumed to be associated
with similar physiological changes.
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Activation versus deactivation

Activation and deactivation simply refer to the sign (positive or negative) of the
difference in signal between two conditions. This is not to be confused with
excitation/inhibition that refers to the nature of the mechanism by which neurons
communicate. If the subtraction (Task A) — (Task B) is performed, there could
be a set of regions that show a significant positive effect (i.e. “activation”) because
they are used more in Task A than in Task B, and there could also be a set of
regions that show a significant negative effect (i.e. “deactivation”) because they
are more active in Task B than in Task A. Of course, if one had done the
subtraction (Task B) — (Task A), then the same regions would be identified, but
the positive and negative signs would merely swap. Thus, the terms activation
and deactivation merely refer to whether there is a difference in signal between
conditions and the direction of that difference. The question of why there is a
difference is open to theoretical interpretation. If the baseline task is very different
from the experimental conditions, the activations and deactivations may be very
hard to interpret.

Necessity versus sufficiency

In an intriguingly titled paper, “If neuroimaging is the answer, what is the
question?”’, Kosslyn (1999) sets out some of the reasons why functional imaging
has its limitations. One particular point that will be picked up on here is the notion
that some of the regions that appear active may indeed be used during performance
of the task but yet might not be critical to the task. For example, a region may
appear to be active because of a particular strategy that the participants adopted,
even though other strategies might be available. It could also be the case that the
tasks being compared differ in some other, more general, way. For example, if
one task is harder than the other it could demand more attention, and this
demanding of attention would have its own neural correlate. Although paying more
attention could certainly help with the performing of the task, it may not in and
of itself be crucial for performing the task. As such, it has been claimed that
functional imaging gives us a better idea of which regions may be sufficient for
performing a particular task but not always which regions are crucial and necessary
for performing a task.

The value of functional imaging data is likely to be enhanced when it is used
in conjunction with other methods. One early benefit of functional imaging
was mooted to be that it could replace lesion-based neuropsychology. However,
this is unlikely to happen because the logic of inference is different in these
two methods, as illustrated on p. 72. In lesion-based neuropsychology, the loca-
tion of the lesion is manipulated (or selected for in a patient sample) and the
resulting behavior is observed. In doing this, a causal connection is assumed
between the lesion and the ensuing behavior. In functional imaging the reverse is
true. In this instance, the task given to participants in the scanner is manipulated
and changes in brain regions are observed. Although some of these changes are
likely to be critically related to the performance of the task, other changes may
be incidental to it. It is for this reason that functional imaging is unlikely to sup-
plant the traditional lesion-based approach. The next section discusses in more
detail how divergent results between imaging and neuropsychology could be
reconciled.

KEY TERMS

Activation

An increase in
physiological processing
in one condition

relative to some other
condition(s).

Deactivation

A decrease in
physiological processing
in one condition

relative to some other
condition(s).
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Functional brain imaging and
IeS|9n—def|CIt analysis of Functional imaging Lesion-deficit analysis
patients (or TMS, see
C.hapter 5) are logjcally Dependent measure Brain regions Behavior
different types of (i.e. your data) (/task performance)
methodology. It is unlikely
that one will supplant the [ ——— S —————
other. Independent variable Behavior Brain regions

(i.e. conditions manipulated) (/task performance)

WHY DO FUNCTIONAL IMAGING DATA
SOMETIMES DISAGREE WITH LESION DATA?

There are two broad scenarios in which functional imaging data and lesion-deficit
data can disagree. These are listed below, together with possible ways of resolving
the disagreement, as described in the following box.

Disagreement 1: Imaging data imply that a brain regjon is used in a
given task, but lesion data suggest that this region is not essential to the
task (imaging +, lesion -)

Possible reasons for disagreement:

* The activated region reflects a particular strategy adopted by the
participants that is not essential to performing the task.

* The activated region reflects the recruitment of some general cognitive
resource (e.g. due to increased task difficulty, attention or arousal)
that is not specific to the task.

* The activated region is being inhibited (i.e. switched off) rather than
excited (i.e. switched on).

* The lesion studies have not been powerful enough to detect the
importance of the region (e.g. too few patients, lesion not in correct
location, tasks used with patients not the same as those used in
imaging).

Disagreement 2: Imaging data imply that a brain regjon is not used in a
given task, but lesion data suggest that this region is critical to the task
(imaging —, lesion +)

Possible reasons for disagreement:

* [f the experimental task and baseline task both depend critically on
this region, then a comparison between them might produce an
artifactual null result.

* It might be intrinsically hard to detect activity in this region of the
brain (e.g. it is a very small region, it is in different places in different
individuals or genuine activity produces a small signal change).

* The impaired performance after lesion reflects damage to tracts
passing through the region rather than the synaptic activity in the gray
matter of the region itself.
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The above discussion thus highlights the fact that disagreements between
results from functional imaging and results from lesion data could lie with imaging
results, with the lesion results, or with both. There is no magic solution for
resolving the disagreements except through more rigorous experimentation. Each
method has some relative merit. As such, disagreements should be viewed as
something that is potentially of theoretical interest rather than dismissed as a failure
of one or other method (Henson, 2005). To provide a feel for how this might be
achieved, the next section considers a concrete example from the literature.

Having your cake and eating it

A small proportion of unfortunate people in later life start to lose the meanings
of words and objects that they previously understood. This deterioration can spare,
at least in the early stages, memory for events, calculation abilities, and syntax,
among other things (e.g. Hodges ef al., 1992). These patients would probably be
given a diagnosis of semantic dementia, because their functional lesion is
primarily in the semantic memory system that stores the meaning of words and
objects. Where are the anatomical lesions in these patients? Lesion studies based
on voxel-based morphometry (VBM) have shown that the degree of semantic
memory impairment is correlated with the amount of atrophy in the left anterior
temporal lobe (Mummery et al., 2000). Given this finding, it would be encouraging
if functional imaging studies also activated this particular region when healthy
(non-brain-damaged) people are given semantic memory tasks. However, this has
not always been the case and a number of studies have reliably shown activation
in a different region—the left inferior frontal gyrus (also referred to as the
ventrolateral prefrontal cortex). How can these divergent results be explained? It
will be argued that a more careful comparison of the tasks used can account for
this divergence and reveals, in turn, more about how the brain supports semantic
memory.

One of the first ever functional imaging
studies of cognition tried to address the question

KEY TERMS

Semantic dementia
A progressive loss of
information from
semantic memory.

Semantic memory
Conceptually based
knowledge about the
world, including
knowledge of people,
places, the meaning of
objects and words.

of wherg semantic memories are stored. As T —

already discussed, Petersen ef al. (1988) compared implicated by imaging studies
brain activation in two tasks: verb generation (e.g. of semantic memory
the participant sees CAKE and says “eat”) and
reading aloud (e.g. the participant sees CAKE and
says “cake”). The verb-generation task is assumed
to tap semantic memory more than the reading
task. However, a comparison of the two tasks
shows activity in regions of the left inferior fron-
tal gyrus, but not in the same regions that are
associated with semantic memory loss. Is the
imaging data or the lesion data to be believed?
Could it be the case that the left inferior frontal

gyrus is really involved in semantic memory? Left anterior temporal lobe
implicated in semantic dementia

To test this hypothesis, instead of taking a group

of patients with semantic memory difficulties
and asking where the lesion is, one would need to

Studies of brain-damaged patients with semantic memory and

take a group of patients with selective lesions t0  imaging studies of semantic memory have not always highlighted

the left inferior frontal gyrus and give them the the importance of the same regions.
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same verb-generation task as the healthy people were given when they were
scanned. As it turns out, such patients do have subtle but real difficulties with
these tasks. Thompson-Schill ez al. (1998) asked these patients to generate verbs
that had either a low selection demand (e.g. scissors?), in which most people agree
upon a verb (i.e. cut), and words with a high selection demand (e.g. cat?), which
do not suggest an obvious single answer. The patients are impaired on the latter
but not the former. More extensive imaging data on controls shows that the region
is responsive to the difficulty of semantic memory retrieval (Thompson-Schill
et al., 1997, 1999). Thus, this disagreement is perhaps more apparent than real.
The reason why patients with damage to the left inferior frontal gyrus do not show
clinical symptoms of semantic memory impairment is because the region is
involved in strategic retrieval operations from semantic memory when no obvious
answer comes to mind. By contrast, the temporal regions may be the store of
semantic information and lesions here can produce more devastating impairments
of semantic knowledge. So why didn’t these particular imaging studies activate
regions that are putatively the store of semantic knowledge? One possibility
could be the baseline that was used. Petersen et al. (1988) compared verb
generation (their semantic task) with reading (their putatively non-semantic task).
However, if word reading does depend on the semantic store, and there is in fact
good evidence that it might (Woollams ef al. 2007), then the two conditions would
cancel each other out when subtracted away.

In this instance, an initial discrepancy between functional imaging and lesion
data has resulted in a more complete understanding of how semantic memory is
both stored and retrieved. This is a nice example of how the strengths of different
methodologies can be combined in cognitive neuroscience.

BRAIN-READING: IS “BIG BROTHER” ROUND
THE CORNER?

This chapter started with the specter of functional imaging being used to reveal
one’s innermost thoughts to the outside world. It therefore seems appropriate to
return to this interesting theme in light of the various points raised so far. It should
by now be clear that the process of analyzing and interpreting data produced by
functional imaging is not straightforward. It entails a number of stages, each with
its own assumptions, rather than a literal reading of the MR signal. Nonetheless,
the technology is still relatively new and the amount of progress that has already
been made is substantial. Even at this early stage, there are serious studies
exploring how functional imaging could be used as a lie detector and studies that
try to predict the content of another person’s thoughts at some basic level (for a
review, see Haynes & Rees, 2006).

It is generally believed that different classes of objects (e.g. faces, places,
words, tools) activate somewhat different regions of the brain. So is it possible to
infer what someone is looking at from brain activity alone? A number of studies
have attempted to guess, in a third-person way, what a person is observing (Haxby
et al., 2001) or imagining (O’Craven & Kanwisher, 2000) on a particular trial
using only the concomitant neural activity. To achieve this, each person requires
pretesting on a whole range of objects to determine the average response to that
class of objects relative to some baseline (e.g. all the other objects). Rather than
locating the peak area of activity (as in regular fMRI analysis), one can examine
the pattern of activation over a distributed set of voxels to enable a more fine-
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Lying appears to be a normal component of
human social interaction. It is likely to be
composed of several cognitive components.
For example, it requires an understanding
that other people can have states of mind
that are different from one’s own (so-called
theory of mind). Lying also requires an ability
to inhibit a truthful response and generate a
plausible alternative response. Given this
complexity, there will probably be no single Not all lies are as easy to detect.

“deception module” in the brain dedicated

specifically to lying. Nevertheless, there is every reason to believe that studying the brain during
deception might lead to more reliable indices of lying than the traditional lie detector (or
“polygraph”), given that the brain is the organ that produces the lie in the first place.

The traditional polygraph monitors a number of bodily responses, including sweating, respiration
and heart rate, which are considerably downstream from the thought process that creates the lie.
As these measures are associated with increased arousal generally (e.g. anxiety), they cannot
exclusively detect guilt and their usage is highly questionable. Also, if a liar does not feel guilty there
may be no strong arousal response.

A number of studies have used fMRI to measure the neural correlates of deception (Ganis
et al., 2003; Langleben et al., 2002). When participants are asked to generate a spontaneous lie
to a question (e.g. “Who did you visit during your vacation?”, “Was that the card you were shown
before?”), a number of regions are activated, including the anterior cingulate cortex. This region is of
particular interest in this context, because it has been implicated in monitoring conflicts and errors
(Carter et al., 1998) and also in generating the kinds of bodily response that formed the basis of the
traditional polygraph (Critchley et al., 2003). However, not all types of deception may recruit this
region. Ganis et al. (2003) found that, if participants memorized a lie in advance of being interviewed
in the scanner, then this region was not involved, but regions involved in memory retrieval were
involved. Thus, to conclude, although fMRI might have some use in lie detection it is unlikely to offer
a simple solution to this complex and important real-world problem (Sip et al. 2007).

grained approach. This method is called MVPA or multi-voxel pattern analysis

(for a review see Tong & Pratte, 2012). For example, Haxby ef al. (2001) gave

participants pictures from eight different types of category, including cats, houses,
faces, and shoes. The neural activity from an individual trial was then compared  Multi-voxel pattern

to the previous known patterns of activity to determine the most probable category  analysis (MVPA)

that was being viewed. This procedure could predict, given pairwise comparisons, An fMRI analysis method
what the person was seeing with 96 percent accuracy. The same regions of the ) St TSl

brain are used, to some extent, when thinking about objects even when they are IKi)r?E:dmtz Zfoz(r:]tllt\ll\'/tey are

not physically seen. O’Craven and Kanwisher (2000) obtained comparable results processes.

on individual imagery trials. Other research has shown that activity in these
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In MVPA experimental designs, participants are given certain tasks or stimuli (in this example
seeing bottles or shoes) and a mathematical algorithm (a “classifier”) trains itself to optimally
discriminate between them based on the pattern of activity in the voxels (note: the actual
spatial arrangement of voxels isn’t crucial). In the next phase (testing), the participant is then
given more tasks or stimuli (e.g. new images of shoes) and the algorithm must classify them.
In this phase the participant’s mind/brain is effectively being “read.”

Adapted from Norman et al., 2006.

regions can be used to accurately predict semantic categories when reading words
(Mitchell et al., 2008) or when recalling previously seen images from memory
(Polyn et al., 2005).

The studies described thus far are limited in that they generate answers from
a closed set of options (e.g. shoe compared with bottle). However, other studies
have used this approach to generate an open ended set of responses. The primary
visual cortex (also termed V1) has a particular functional layout such that it is a
mosaic of small regions that are specialized for detecting lines of certain
orientations and also for detecting light in particular locations. The grid of voxels
used in fMRI may capture some of this patterning, and attempts have been made
to reconstruct visual images (presented to a participant) based on the pattern of
activity in this region. For instance, Miyawaki ef al. (2008) used a 10 x 10 grid
of pixels to train a classifier. Just as the classifier can search for voxels that “prefer”
shoes over bottles, one can do the same for voxels that prefer brightness in,
say, the top left of the grid as opposed to bottom right or for voxels that prefer
horizontal over vertical orientations. From this simple training, it was possible to
reconstruct letters and words that were presented to the participants. Attempts at
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KEY TERM

Vegetative state

A disorder of
consciousness in which
patients with severe brain
damage are in a state of
partial arousal.

Can activity in the brain be used to reconstruct what image is being seen? In the top
example, letters displayed in a 10 x 10 grid to the participants can clearly be read out from
the pattern of brain activity. In the bottom example, the target image is shown on the left
(red outline) and, to the right, are shown three attempts at image reconstruction from the
pattern of activity (black outline). The first reconstruction uses an algorithm based on
detecting local contrast. The second reconstruction uses the global (blurred) image
characteristics. The final attempt involves finding a best match from a database of 6 million
images (not including the target image).

Top, from Miyawaki et al., 2008. Bottom, from Naselaris et al., 2009.

generating more complex images using this method have more limited success
but are good at finding a close match to a novel image from within a large database
(Naselaris et al., 2009).

Much of the discussion has focused on brain decoding of external inputs.
What about intentions and decisions that are, by their nature, internally driven?
Patterns of activity in the prefrontal cortex can be used to predict (even before
the person made their response) which of two tasks will be performed—in this
study the decision was whether to add or subtract digits (Haynes et al., 2007).
Brain activity when shown a series of goods predicts, above chance, subsequent
purchasing decisions (Knutson ef al., 2007). Finally, a remarkable set of studies
have been performed on patients in a vegetative state who, because of their
condition, are unable to produce verbal or motor responses (Monti et al., 2010;
Owen et al., 2006). Some of these patients are able to understand sentences by
complying with instructions such as “imagine navigating around your house” or
“imagine playing tennis”: these tasks have very different neural substrates related
to spatial and motor imagery, respectively. Moreover, these different neural
signatures can be used as a simple substitute for communication to answer
questions such as “Is your father’s name Alexander? (yes = imagine tennis, no =
imagine your house).” As such, brain reading may ultimately have real clinical
significance rather than being an instrument of a “Big Brother” state.

Evaluation

In summary, brain imaging can be used to infer the #ype of stimulus that is being
processed and simple cognitive decisions (e.g. add or subtract). However, it is
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unclear whether fMRI will ever be able to infer the specific content of thought.
To infer, for example, whether someone in a scanner is thinking about his or her
own cat or next-door’s cat would require knowledge of how and where an
individual stimulus is represented in the brain. We have all been exposed to
different cats, houses, and so on during the course of our life. Moreover, all our
brains differ in subtle ways. This presents a natural boundary on the imaging
enterprise that technological developments alone are unlikely to resolve.

SUMMARY AND KEY POINTS OF THE CHAPTER

» Structural imaging reveals the static physical characteristics of the
brain (useful in diagnosing disease), whereas functional imaging
reveals dynamic changes in brain physiology (that might correlate with
cognitive function).

* Neural activity consumes oxygen from the blood. This triggers an
increase in blood flow to that region (measured by PET) and a change
in the amount of deoxyhemoglobin in that region (measured by fMRI).

* As the brain is always physiologically active, functional imaging needs
to measure relative changes in physiological activity. The most basic
experimental design in functional imaging research is to subtract the
activity in each part of the brain while doing one task away from the
activity in the same parts of the brain while doing a slightly different
task. This is called cognitive subtraction.

e Other methods, including parametric and factorial designs, can
minimize many of the problems associated with cognitive subtraction.

* There is no foolproof way of mapping a point on one brain onto the
putatively same point on another brain because of individual
differences in structural and functional anatomy. Current imaging
methods cope with this problem by mapping individual data onto a
common standard brain (stereotactic normalization) and by diffusing
regions of significance (smoothing).

* A region of “activity” refers to a local increase in metabolism in the
experimental task compared with the baseline, but it does not
necessarily mean that the regjon is essential for performing the task.
Lesion studies might provide evidence concerning the necessity of a
region for a task.

* Functional imaging can be used to make crude discriminations about
what someone is thinking and feeling and could potentially outperform
traditional lie detectors. However, it is highly unlikely that they will
ever be able to produce detailed accounts of another person’s
thoughts or memories.
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EXAMPLE ESSAY QUESTIONS

* What are the physiological processes that underpin fMRI? What
determines the temporal and spatial resolution of this method?

* What is meant by the method of “cognitive subtraction” in functional
imaging research? What problems does this method face?

* |s functional imaging ever likely to completely replace lesion methods
for informing theories of cognition?

 |If a brain region is shown to be “active” in a given task, does it mean
that this region is critical for performing the task? If not, why not?

* Could functional imaging be used in lie detection? Could it be used to
read someone else’s thoughts and feelings?

RECOMMENDED FURTHER READING

* Huettel, S. A., Song, A. W., & McCarthy, G. (2008). Functional
magnetic resonance imaging (2nd edition). Sunderland, MA: Sinauer
Associates. Thorough but generally accessible. This is recommended
for the general reader.

e Jezzard, P., Matthews, P. M., & Smith, S. M. (2001). Functional MRI:
An introduction to methods. Oxford, UK: Oxford University Press. An
advanced text that is only recommended to those who have a very
good understanding of the basics, or those who wish to know more
about the math and physics of fMRI.

e Poldrack, R. A., Mumford, J. A., & Nichols, T .E. (2011). Handbook of
functional MRI data analysis. Cambridge, UK: Cambridge University
Press. For those getting hand-on experience of fMRI research.
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Studies of humans who have been unfortunate enough to acquire brain damage
have provided a rich source of information for cognitive neuroscientists. The basic
premise behind the approach is that, by studying the abnormal, it is possible to
gain insights into normal function. This is a form of “reverse engineering,” in
which one attempts to infer the function of a component (or region) by observing
what the rest of the cognitive system can and can’t do when that component (or
region) is removed. In this way, lesions “carve cognition at its seams” (McCarthy
& Warrington, 1990).

Patient-based neuropsychology has tended to take two broad forms. In one
tradition, which I shall call classical neuropsychology, attempts have been made
to infer the function of a given brain region by taking patients with lesions to that
region and examining their pattern of impaired and spared abilities. This type of
research has benefited greatly from the development of imaging methods that
enable more accurate lesion localization and quantification. It also provides an
important source of constraint on functional imaging data. In the second tradition,
which I shall call cognitive neuropsychology, the pattern of spared and impaired
abilities in and of themselves has been used to infer the building blocks of
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KEY TERMS

Group studies

In neuropsychology, the
performance of different
patients is combined to
yield a group average.

Single-case studies
In cognitive
neuropsychology, the
data from different
patients are not
combined.

Transcranial magnetic
stimulation (TMS)
Non-invasive stimulation
of the brain caused by a
rapidly changing electrical
current in a coil held over
the scalp.

Transcranial direct
current stimulation
(tDCS)

Non-invasive stimulation
of the brain caused by
passing a weak electrical
current through it.

cognition—irrespective of where they are located in the brain. This approach has
been particularly informative for guiding the development of detailed information-
processing models and provides the cognitive framework that underpins much
imaging research. The schism between these traditions has run deep. For example,
many journals either tacitly or explicitly favor one approach over the other.
Moreover, each tradition has tended to rely on its own methodology, with classical
neuropsychology favoring group studies and cognitive neuropsychology favoring
single-case studies. The development of cognitive neuroscience has led to
something of a reconciliation of these traditions, and this textbook discusses both.
The key point that one needs to bear in mind is this: the method one chooses should
be appropriate to the question one is asking. It will be argued in this chapter that
group studies are more appropriate for establishing lesion-deficit associations,
whereas single-case studies are particularly helpful for establishing how cognitive
processes might be subdivided.

Naturally occurring brain lesions are “accidents of nature” that occur because
of stroke, tumor, head injury, or other types of brain damage. A complementary
approach, that in many ways resembles the logic of the lesion method, involves
magnetic stimulation of the intact brain to produce what has been described as
“virtual lesions” (e.g. Pascual-Leone ef al., 1999). This method is called
transcranial magnetic stimulation (TMS). The method makes contact with the
literature from the classical neuropsychology tradition with its emphasis on lesion
location. However, it can also be used to test information-processing theories of
cognition because it can provide information on the timing of cognitive processes.
The method has a number of advantages over traditional lesion methods. A newer
method is based on the principle of electrical stimulation and is termed
transcranial direct current stimulation (tDCS) (Nitsche et al., 2008). Like
TMS it can be used to temporarily disrupt cognitive function (a virtual lesion
approach). However, it can also be used to boost cognitive function which has
important implications for rehabilitation as well as for exploring the brain basis
of cognition.

Brain damage can be acquired in a number of ways, as summarized below:

Neurosurgery

Operations are occasionally performed in cases of severe epilepsy in which the focus of the
epileptic seizure is surgically removed. One of the most famous cases in neuropsychology, HM,
had dense amnesia after part of his medial temporal lobe was surgically removed (see Chapter 9).
Another surgical procedure formerly used to reduce epileptic seizures spreading across the brain
was to sever the fibers of the corpus callosum. This operation was referred to as the split-brain
procedure. Patients who have undergone this intervention have only mild impairments in daily
living, but the impairments can be observed in laboratory conditions in which stimuli are presented
briefly to each hemisphere (for a review, see Gazzaniga, 2000). Surgical intervention was also
previously common in psychiatric patients (see the discussion on the prefrontal lobotomy in
Chapter 14). In general, surgical procedures are only carried out in the absence of suitable
pharmacologjcal treatments.
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Strokes (or cerebrovascular accident; CVA)

Disruptions to the blood supply of the brain (called strokes or cerebrovascular accidents, CVA) can
result in global or local death of neurons. If an artery ruptures, this leads to a hemorrhage and an
increase in intracranial pressure (typically relieved by surgery). People born with aneurysms are
more susceptible to rupture. These are localized regions of over-elastic artery that may balloon and
rupture. Blood vessels may also become blocked if, for example, a fatty clot gets pushed from a
large vessel into a smaller one (an embolism) or a stationary clot becomes large enough to block
the vessel (thrombosis). Other vascular disorders include angiomas (tangled and tortuous blood
vessels liable to rupture) and arteriosclerosis (hardening of the vessel walls).

Traumatic head injuries

Whereas vascular disorders tend to affect older people, traumatic head injuries are the most
common form of brain damage in people of less than 40 years of age. They are particularly
common in young men as a result of road traffic accidents. Traumatic head injuries are classified in
two ways, “open” or “closed,” depending on whether the skull is fractured. Open head injuries often
have more localized injuries; whereas closed head injuries have more widespread effects (as the
brain ricochets in the skull) and often produce loss of consciousness.

Tumors

The brain is the second most common site for tumors (after the uterus), and brain tumors are often
spread from other parts of the body (these are called metastatic tumors). Tumors are caused when
new cells are produced in a poorly regulated manner. Brain tumors are formed from supporting cells
such as the meninges and glia (termed “meningioma” and “gliomas,” respectively). Tumors
adversely affect the functioning of the brain because the extra cellular material puts pressure on the
neurons, disrupting functioning and possibly leading to cell death.

Viral infections
A number of viruses target specific cells in the brain. These include herpes simplex encephalitis
(HSE), human immunodeficiency virus (HIV), and Creutzfeldt-Jakob disease (CJD).

Neurodegenerative disorders

Most western societies have a large ageing population that will, if anything, continue to get larger
and older. In 1900, 4 percent of people were over the age of 65; in 2030, 20 percent of the
population is estimated to be over 65. An increase in life expectancy is bringing about an increase
in degenerative illnesses that affect the brain. By far the most common is dementia of the
Alzheimer type (or DAT). This is associated with atrophy in a number of regions of the brain, with
memory loss (amnesia) typically being the earliest noted symptom. Other neurodegenerative
diseases include Parkinson’s disease and Huntington’s disease (see Chapter 8), Pick’s disease
(often the medical diagnosis in cases of semantic dementia), and multi-infarct dementia (caused
by many small strokes that can be hard to distinguish from DAT).
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KEY TERMS DISSOCIATIONS AND ASSOCIATIONS
Split-brain In 1990, two very unusual patients came to the attention of Roberto Cubelli

A surgical procedure in
which fibers of the corpus
callosum are severed.

Strokes

Disruption in the blood
supply to the brain; also
called cerebrovascular
accidents (CVA).

Aneurysm
Over-elastic region of
artery that is prone to
rupture.

(Cubelli, 1991). One patient, CF, was unable to write any vowel letters and left
gaps in their place (“Bologna” — B L GN). Another patient, CW, made spelling
errors selectively on vowels (e.g. “dietro” — diatro); equivalent errors were not
found in his spoken language. By contrast, Kay and Hanley (1994) report a
different patient who made spelling errors selectively on consonants (e.g. “record”
— recorg). The basic logic behind the cognitive neuropsychological approach is
that a difficulty in one domain relative to an absence of difficulty in another domain
can be used to infer the independence of these domains. In the case of the patients
just discussed, the implication was that the brain has separate neural resources for
the processing of written vowels relative to consonants. These neural resources
need not lie in different locations of the brain (at least on a millimeter or centimeter
scale), but might reflect two different populations of interspersed neurons. Note,
also, that it is not clear that one can conclude that the only function of these neurons
is the coding of consonants and/or vowels. The difference could be relative and,
indeed, without testing a whole range of other stimuli (e.g. digits), it is unwise to
conclude exclusivity of function. Nonetheless, it is reasonable to conclude that
there are some neural resources predominantly
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% error
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Cubelli (1991)

implicated in written vowel processing relative to
consonants and vice versa.

If a patient is impaired on a particular task
(task A) but relatively spared on another task (task
Kay & Hanley (1934) B), this is referred to as a single dissociation.
If the patient performs entirely normally on task
B compared with a control group, this has been
termed a classical single dissociation, whereas
if the patient is impaired on both tasks but is
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Vowels
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Stimuli

Written spelling
Oral spelling
Delayed copying
Typing

significantly more impaired on one task, this is
referred to as a strong single dissociation (Shallice,

Consonants

CF's writing of BOLOGNA and TAVOLINO 1988). In either of these instances, one inference

is that task A and task B utilize different cognitive

% ¢ C(Q processes with different neural resources. How-

ever, other inferences could also be made.
It could be the case that both task A and task
L B use exactly the same cognitive/neural resources
N as each other, but task B requires more of this

CW's errors on different letter types in different spelling tasks resource than task A (i.e. task B is harder). If

brain damage depletes this resource, then task B

Vowels Consonants may be relatively or selectively impaired. This
2 16 has been referred to as a task-resource artifact
18 3 (Shallice, 1988). Another explanation of a single
35 7

dissociation is in terms of a task-demand
artifact (Shallice, 1988). A task-demand artifact
is when a single dissociation occurs because a

25 15

Some patients produce spelling errors selectively on either

patient performs one of the tasks suboptimally. For

consonants or vowels. This may imply separate neural resources example, the patient may have misunderstood the
for coding consonants and vowels. instructions or have adopted an unusual strategy

Data from Cubelli, 1991.

for performing the task. Task-demand artifacts
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can be minimized by assessing the patient’s general intellectual functioning,
giving clearer instructions or training, using ecologically valid tests, and repeating
the same (or similar tests) on several occasions.

In general, almost all neuropsychological studies are aimed at proving that
two or more tasks have different cognitive/neural resources and disproving the
task-resource and task-demand explanations even if this is not explicitly stated in
these terms. In the case of Cubelli’s patients, a task-demand artifact can easily be
ruled out because the same task (i.e. writing) was performed in both conditions.
One of the most powerful ways of discounting a task-resource artifact is to
document a double dissociation, which merely refers to two single dissociations
that have a complementary profile of abilities. To remain with the current example,
Kay and Hanley’s patient could write vowels better than Cubelli’s patient, whereas
Cubelli’s patient could write consonants better than Kay and Hanley’s.

So far, the discussion has emphasized the importance of dissociations between
deficits, but what about associations of deficits? For example, if for every patient
that resembled Cubelli’s there were 10, 20, or 100 times as many patients who
had comparable dysgraphia for both consonants and vowels, then would this
diminish the findings of the dissociation? Some researchers would suggest not.
There are some theoretically uninteresting reasons why two symptoms may
associate together, the main reason being that they are close together in the brain
and so tend to be similarly affected by strokes (or whatever) in that region. For
example, patients with difficulties in recognizing faces often have difficulties in
perceiving colors, but this probably reflects neuroanatomical proximity rather than
suggesting a “super-module” that is specialized for both. It is the (double)
dissociations between the two that count from a theoretical point of view.

Needless to say, this particular viewpoint has attracted controversy. It has been
argued that it is important to know how common a particular dissociation is in
order to rule out that it hasn’t been observed by chance (Robertson ef al., 1993).
For example, if brain damage affects some written letters more than others in a
random fashion, then it would still be possible to find patients who appear to have
selective difficulties in writing vowels, but it would be a chance occurrence rather
than meaningful dissociation. Other researchers have focused more on associations
between symptoms (so-called syndromes) rather than dissociations. The use of
the double dissociation itself has been subject to criticism (see Dunn & Kirsner,
2003). Some have argued that the use of double dissociation implies an
endorsement of the notion of modularity (e.g. as specified by Fodor, 1983; see
Chapter 1). However, it need not. Shallice (1988) discusses why this argument
is wrong by setting up the following thought trap:

KEY TERMS

Single dissociation

A situation in which a
patient is impaired on a
particular task (task A)
but relatively spared on
another task (task B).

Task-resource artifact
If two tasks share the
same neural/cognitive
resource but one task
uses it more, then
damage to this resource
will affect one task more
than the other.

Task-demand artifact
One task is performed
worse than another
because the task is
performed sub-optimally
(but not because some
aspect of the task is
compromised).

Double dissociation
Two single dissociations
that have a comple-
mentary profile of
abilities.

Dysgraphia
Difficulties in spelling and
writing.

Syndrome

A cluster of different
symptoms that are
believed to be related in
some meaningful way.

if modules exist, then double dissociations are a
reliable way of uncovering them; double dissoci-
ations do exist, therefore modules exist. The way

=
-

Performance

In a classical dissociation, performance on one task lies
within the control range (shown by dotted lines). In a
strong dissociation, both tasks fall outside the control | |
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range, but one task is significantly more impaired than A B
the other. Task

From Shallice, 1988. © Cambridge University Press.
Reproduced with permission.
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A task-resource artifact can arise because one task uses more
of a cognitive/neural resource than the other (i.e. one task is

harder). One could construe brain damage as depleting the

amount of resource available. In this instance, at moderate brain
damage the patient can still perform the easy task normally.
A single dissociation need not reflect different cognitive/neural

substrates for the tasks.
Adapted from Shallice, 1988.

out of this trap, however, is to ask the ques-
tion: can non-modular systems produce double
dissociations? It has been demonstrated that other
types of cognitive architecture, such as interactive
connectionist models, can produce double dis-
sociations (Plaut, 1995). The reason why they do
so is interesting. It reflects the fact that these
systems also contain units that are function-
ally specialized for certain types of process/
information, even though the system is interactive,
and even though these units may respond (to a
greater or lesser degree) to a range of stimuli.

Some have argued that the reliance on double
dissociations is flawed because it requires the
study of “pure” cases (Dunn & Kirsner, 2003).
However, it need not (Shallice, 1979). First of
all, one must be careful to state what is meant by
a pure case. For example, imagine that the dys-
graphic patients mentioned above also had
amnesia. Would the fact that they were not “pure
dysgraphic” exclude them from study? This might
depend on the theoretical stance one adopts. If
one’s theoretical model assumes that writing and
memory are independent (as most do), then study-
ing writing in isolation is entirely feasible.

It is worth stating that finding a double dissociation between two patients on
two tasks is only part of the neuropsychologist’s toolkit. To interpret their spared
and impaired performance, one requires evidence from a range of other relevant
tasks. For example, to fully interpret the dysgraphic patients’ impairments it would
be interesting to know if they could copy vowels and consonants, or recognize
them visually. The types of error that patients produce can also be an important
source of information, irrespective of their performance level (i.e. how good or
bad they are). For example, the independence of consonants and vowels was
initially inferred from the types of errors made in dysgraphia (Caramazza & Miceli,
1990) and not from the double dissociation logic. The double dissociation is useful,

but it is not a panacea.

SINGLE-CASE STUDIES

Caramazza’s assumptions for theorizing in cognitive

neuropsychology

Although the use of single cases of brain-damaged individuals to study normal
cognitive/brain function began in the mid-nineteenth century, attempts to formalize
the logic of this approach were lacking for many years. Caramazza provided one
of the first serious attempts to do so in the 1980s (Caramazza, 1986, 1992;
Caramazza & Badecker, 1989; Caramazza & McCloskey, 1988; McCloskey &
Caramazza, 1988).He suggested that three underlying, and unstated, assumptions
underpinned almost all neuropsychological studies to date:
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1. The fractionation assumption. The first assumption is that damage to the brain
can produce selective cognitive lesions. Note that the assumption is stated
with reference to a lesion within a particular cognitive model and not to a
lesion to a particular region of the brain (although the two may, of course,
be correlated). Caramazza’s arguments were concerned with using observa-
tions of brain-damaged individuals to inform theories of cognition (cognitive
neuropsychology), not to localize cognitive processes in the brain (classical
neuropsychology).

2. The transparency assumption. The transparency assumption states that
lesions affect one or more components within the preexisting cognitive
system, but they do not result in a completely new cognitive system being
created. This assumption is needed because one wishes to study the abnormal
in order to understand the normal, and not just to study the abnormal as an
end in itself.

3. The universality assumption. The universality assumption is that all cognitive
systems are basically identical.

Caramazza acknowledges that these assumptions may, under some situations, not
hold true. It is a matter for empirical research to determine the extent to which
they are true and, hence, the validity of any inference that can be drawn from the
study of brain-damaged individuals. Critics have pointed to a number of potential
difficulties with the assumptions. Kosslyn and van Kleek (1990) have suggested
that whether selective cognitive impairments will be observed (the fractionation
assumption) depends on the neural architecture. For example, selective deficits
may be more likely if neurons performing a given operation are clustered together
rather than distributed around the brain, and if the neurons are dedicated to one
operation rather than shared by many operations. Nevertheless, selective cognitive
impairments can be observed and so the fractionation assumption appears to hold
true at one level, even if there are some cognitive processes that may be hard to
uncover by the lesion method by virtue of an atypical neural architecture.

The transparency assumption is potentially the most problematic. Basically,
one needs to assume that brain damage removes one component of cognition, but
does not create, from scratch, a rearranged or different cognitive system. Examples
of brain plasticity, and rehabilitation and recovery after brain damage, might at
first appear to be convincing arguments against transparency. But they need not
be. For example, imagine that a patient has severe problems in speaking after a
stroke (i.e. aphasia) but that these problems ameliorate over time. This could be
taken as prima facie evidence that the brain has somehow reorganized itself after
the stroke. However, it could be that the preexisting cognitive model has just been
reinstated rather than that a whole new way of performing the task has been created.
As such, this would not be a violation of the transparency assumption. Plasticity
at a neural level is a pervasive aspect of brain function (see also Chapter 9), and
need not imply behavioral change or functional change. It is important to point
out that the assumption is more likely to hold true for brain damage acquired during
adulthood than childhood (Thomas & Karmiloff-Smith, 2002). It is also worth
pointing out that the transparency assumption refers to the cognitive organization
of the cognitive system and not necessarily its location. Consider the case of an
epileptic child who has his left hemisphere removed and then learns to speak using
the right hemisphere (Vargha-Khadem et al., 1997a). Is that a violation of the
transparency assumption? It could be, but it need not be. It depends on whether

KEY TERM

Transparency
assumption

Lesions affect one or
more components within
the preexisting cognitive
system but do not result
in a completely new
cognitive system being
created.
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the new right hemisphere system is cognitively equivalent to the one in the left.
The transparency assumption refers to the comparability between premorbid and
postmorbid cognitive systems, and not on where such systems are located.
Although the debate remains open about the validity of this assumption, a good
rule of thumb is that the transparency assumption is less likely to be violated in
adult relative to child cases, and when studied soon after injury relative to later in
time (or if the cognitive profile after injury remains stable over time).

The universality assumption, that all cognitive systems are basically the
same, may also be problematic to neuropsychology. But Caramazza has argued
that it is equally problematic for other methods within cognitive neuroscience.
Basically, one needs to assume that an individual (or individuals) are representative
of the population at large in order to make generalizations to normal cognition.
Individual differences, such as they are, are attributable to “noise” (e.g. variations
in performance related to time) or other factors that may be related to the efficiency
of the cognitive system (e.g. expertise) but need not reflect qualitative differences
in the way the task is performed. Of course, if there are individual qualitative
differences, then this is theoretically interesting. Finding a framework to explore
and account for these differences is a challenge for cognitive neuroscience in
general, rather than patient-based neuropsychology in particular. Caplan (1988),
however, has argued that individual differences are more of a problem for single-
case studies relative to other methods because this method gives exaggerated
importance to exceptional findings. But this could be construed as the strength of
this method rather than a weakness—assuming that the individual differences can
be ascribed to something of theoretical interest rather than just “noise.”

The case for single-case studies

Caramazza and McCloskey (1988) have gone as far as to suggest that the single-
case study is the only acceptable method in cognitive neuropsychology. The titles
of the papers debating this position tell a story of their own. The original paper,
entitled “The case for single patient studies” (Caramazza & McCloskey, 1988),
was interpreted as the case against group studies. A subsequent paper, “The case
against the case against group studies” (Zurif et al., 1989), defended group studies
on the grounds that “syndromes [i.e. associations of symptoms] are what the world
gives us.” This provoked a paper with a particularly amusing title: “Clinical
syndromes are not God’s gift to cognitive neuropsychology: A reply to a rebuttal
to an answer to a response to the case against syndrome-based research”
(Caramazza & Badecker, 1991). To understand this heated debate, it is necessary
to take a step back and consider the argument as initially laid out.

Consider first the logic of testing participants in the non-brain-damaged
population. One may recruit a sample of participants (S, to S,) and make the
assumption, valid or not, that they have broadly equivalent cognitive systems (M).
One may then conduct an experiment (E), making the further assumption that all
participants carry it out in equivalent ways (i.e. no task-demand artifacts), and
derive a set of observations (O, to O,). In this instance, it is argued that it is quite
feasible to average the observations of the group because it is assumed that the
only difference between the participants is “noise” (i.e. variations in performance
over time, differences in speed or ability).

Consider next the situation in which one wishes to test a group of brain-
damaged patients (P, to P,). As before, it is assumed that each has (before their
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lesion) essentially the same cognitive system (M)

and that each is given the same experiment (E) and

complies with the experiment in the same way. In a non brain-damaged population...

However, ggch patient may have a dlfferept lesion Subjects S S S See S,

to the cognitive system (L, to L,) and so difference

in observed performance may be attributable to Cognitivesystem M M M M M
. . . . Experiment E E E E E

differences in lesion rather than between-patient

noise and, as such, averaging across patients is not Observations (o} en (e (B (8]

possible. Determining where the lesion is in the

cogpitive system can only. be determined on the In a brain-damaged population...

basis of empirical observation of each case in turn.

It is crucial to bear in mind the distinction between Subjects Py P, Py P P

a lesion to a gognit'ive component (which is Cognitivesystem M M M M M

relevant to the discussion here) and an anatomical Lesion L g e L

lesion. At present, there is no magic way of Expeniment E B E E £

working out what the precise cognitive profile of Observations 0, 0, 05 0. O,

a given patient will be from a structural lesion

(except in the most general terms). Thus, estab-
lishing the cognitive impairment requires cognitive Caramazza has argued that it is possible to average observations
testing of individual patients. (0, to O,) across different non-braindamaged participants

(S, to S,) because they are assumed to have the same cognitive

. . . . system (M) that performs the experiment (E) in comparable ways.
patients had identical lesions to the same com- Y (M) that p periment (E) P Y
The same logic may not apply to brain-damaged patients (P, to

ponent of the cognlt%ve system, could one then P.) because each patient will have a different cognitive lesion (L),
average across the patients? Caramazza has argued  which cannot be known a priori.

that, although legitimate, the study becomes a  From caramaza & McCloskey, 1988.
series of single-case studies, not a group study,
and so the unit of interest is still the single case.
To establish that they had the same lesion, one
would have to carry out the same set of experi-
ments on each individually. As such, one would
not learn any more from averaging the set of
patients than could be learned from a single case
itself. The objection is not against the idea of
testing more than one patient per se, but rather
averaging the results of many patients assumed
(but not proven) to be equivalent.

What if one were to establish that a group of

The use of single cases is not peculiar to
neuropsychology. For example, it is the mainstay of
archaeology and anthropology. In 1974, Donald
Johanson discovered a partial skeleton of a single
primate, Lucy, from 3.18 million years ago, which had
walked upright and had a small brain. Previous theories
had suggested that brain enlargement preceded the
ability to walk upright. This single case proved this not to
be so. Note that Johanson did not have to provide a
group of “Lucys” for his findings to be acceptable to the
scientific community.

John Reader/Science Photo Library.
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Some of the common objections against the use of the single-case study are
that one cannot create a theory based on observations from only a single case,
or that it is not possible to generalize from a single case. The counterarguments
are that nobody is trying to construct whole new theories of cognition based on
a single case. Theories, in neuropsychology and elsewhere, must account for a
wide range of observations from different sources, both normal and brain-
damaged. For example, cognitive models of reading are able to account for
different observations found in skilled readers and also account for the different
types of acquired dyslexia (drawn from several different single cases). They must
also account for the pattern of performance (e.g. the types of error made) as well
as the level of performance (i.e. following the logic of dissociations). Although
nobody wishes to construct a theory based on a single case, observations from
single cases constitute valid data with which to test, amend, and develop theory.
As for the argument that it is not possible to generalize from a single case, the
counterquestion would be “generalize to what?.” It is entirely plausible to
generalize from a single case to a model of normal cognition. It is, however, much
harder to generalize from one single case to another single case. Two patients with
a stroke may have very different cognitive profiles (i.e. one cannot generalize from
one case to another), but it should nevertheless be possible for each particular case
to generalize to some aspect of normal cognition.

Evaluation

The argument presented above has emphasized the point that single-case studies
are a valid methodology and they may have a particularly important role to play in
determining what the components of cognitive systems are. The discussion has also
argued that the term “lesion” can be construed both in terms of disruption to a
component in a cognitive model, as well as a region of organic brain damage. Does
this mean that group studies have no role to play at all? It will be argued that group
studies do have an important role to play, and that they may be particularly suited
to addressing different types of question from the single-case approach.

GROUP STUDIES AND LESION-DEFICIT
ANALYSIS

The introduction to this chapter discussed the historical schism that exists between
cognitive neuropsychology, which is aimed at developing purely cognitive
accounts of cognition, and classical neuropsychology, which is aimed at devel-
oping brain-based accounts of cognition. Both approaches fit well within a
cognitive neuroscience framework. The cognitive neuropsychology tradition
enriches the conceptual framework and provides a testable hypothesis about what
the likely neural components of cognition are (although not necessarily where they
are). The classical neuropsychology tradition provides important contrastive data
with functional imaging. There are several reasons why regions may appear active
or inactive in functional imaging tasks, and a region of activity need not imply
that a region is critically involved in that particular task. Studies of patients with
lesions in that area do enable such conclusions to be drawn. The lesions of
patients, however, are typically large and rarely restricted to the region of interest.
Thus, to be able to localize which region is critical for a given task, several patients
may need to be considered.
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Ways of grouping patients

How does one decide the principle by which patients should be grouped in order
to associate lesion sites with deficits? There are at least three approaches in the
literature:

1. Grouping by syndrome. Patients are assigned to a particular group on the basis
of possessing a cluster of different symptoms. This approach is particularly
common in psychiatric studies (e.g. of schizophrenia), but there are equivalent
approaches in neuropsychology (e.g. the aphasia subtypes identified by
Goodglass and Kaplan, 1972).

2. Grouping by cognitive symptom. Patients are assigned to a particular group
on the basis of possessing one particular symptom (e.g. auditory hallucin-
ations; difficulty in reading nonwords). They may also possess other symp-
toms, but, assuming that the other symptoms differ from case to case, the
method should be sensitive to the symptom under investigation.

3.  Grouping by anatomical lesion. Patients are selected on the basis of having
a lesion to a particular anatomical region. This region may have been identified
as interesting by previous functional imaging studies. This method need not
require that patients have damage exclusively to the region of interest. The
patients may have additional damage elsewhere, but, assuming that the other
lesions differ from case to case, the method should be sensitive to the region
in question (Damasio & Damasio, 1989).

There is no right or wrong way of deciding how to group patients, and to some
extent it will depend on the precise question being addressed. The method of
grouping cases by syndrome is likely to offer a more coarse level of analysis,
whereas grouping according to individual symptoms may provide a more fine-
grained level of analysis. In general, the syndrome-based approach may be more
appropriate for understanding the neural correlates of a given disease pathology
rather than developing theories concerning the neural basis of cognition.

The method of grouping patients by symptom (2 in the list above) and then
finding out what regions of damage they have in common is relatively new. This
is made feasible by new techniques that compare the location of lesions from MRI
scans of different patients on a voxel-by-voxel basis thus producing a fine-grained
statistical map of the likely lesion “hot spot” (Rorden & Karnath, 2004). For
example, it has been used to separate out the different contributions of frontal
regions in tests of executive function (Shammi & Stuss, 1999; Stuss ef al., 2002).
One advantage of working forward from a symptom to a lesion location is that it
could potentially reveal more than one region

as being critically involved. For example, let’s

assume that a deficit can arise from damage to |n1‘:?;’;¢|*:"t Eshavioral MIE EcHanara] lesion
either region X or region Y. If one were to initially {i.e. grouping)| Syndrome symptom location
group patients according to whether they have ", ,', ,',
damage to region X and test for a deficit (3 in the D;lg;ﬂf:t Lesion [esion Bahavioral
list above), then one could falsely conclude that e datal location location symptom(s)
region X is the key region that gives rise to this

deficit and the method would not detect the

importance of region Y. The main situation in  There are at least three different ways of grouping patients to
which one would group patients by lesion site and  carry out a lesion-deficit analysis.
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KEY TERMS

Edema
A swelling of the brain
following injury.

Diaschisis

A discrete brain lesion
can disrupt the
functioning of distant
brain regions that are
structurally intact.

A tumor (here shown on a CT scan) can make it hard to estimate . - N e
lesion size, and the distortion in the shape of the brain makes it brain regions that are structurally intact; this is
hard to map onto a standard atlas. termed diaschisis. For example, structural lesions

to the left frontal lobe can result in markedly

Sovereign, ISM/Science Photo Library.

then test for the presence of a particular symptom (3 in the list above) is if one
has a specific testable prediction about what the region is critical for (e.g. the region
has been implicated by functional imaging studies).

Caveats and complications

There are at least two caveats and complications that warrant further discussion.
The first concerns the ability of current structural imaging techniques to identify
lesions. The second concerns the inferences that can be drawn from lesion-deficit
associations that can, if not articulated properly, lapse into neophrenology.
Damasio and Damasio (1989) discuss how certain types of neuropathology
are more suited to lesion-deficit analysis than others, at least with current
techniques. The most suitable lesions are those in which dead tissue is eventually
replaced by cerebrospinal fluid. This is frequently the case in stroke (at least in
the chronic rather than acute phase), in damage resulting from the herpes simplex
encephalitis (HSE) virus and following neurosurgery. Identifying the site of a
lesion caused by a tumor is particularly problematic when the tumor is in situ, but
is less problematic once it has been excised. Certain tumors (e.g. gliomas) may
infiltrate surrounding tissue and so have no clear boundary, and physical strain
around the tumor may cause swelling (termed edema). This distorts the true size
and shape of the brain tissue and may render neurons inoperative even if they are
not destroyed. Similar arguments apply to the presence of leaked blood during
hemorrhage, and the intracranial swelling associated with closed head injury. In
general, reliable lesion images are best obtained 3
months after onset and when the neuropsychology
testing is carried out at a similar time to the
structural imaging (Damasio & Damasio, 1989).
On finding that a function (F) is disrupted
following a lesion to region X, it is tempting to
conclude that function F is located in region X
or, worse still, that the purpose of region X is to
implement F. These conclusions, and the second
one in particular, are tantamount to endorsing a
neophrenological view of brain structure—function
relationship. Before jumping to such a conclusion,
one would need to consider a number of other
questions. Is this the only function of region X?
Do other regions contribute to the performance
of function F, or is this the only region that
does so? On finding that a function (F) is disrupted
following a lesion to region X, a more cautious
conclusion is that region X is critical for per-
forming some aspect of function F. This assertion
does not assume that region X has a single
function, or that function F has a discrete location.
It is also important to note that even a very discrete
brain lesion can disrupt the functioning of distant
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reduced activity in other distant regions (e.g. left inferior posterior temporal lobe)
during a letter judgment task (Price et al., 2001). This can occur even though this
distant region is not lesioned and may function normally in other contexts. The
implications are that damage to one region can disrupt the functioning of another,
intact, region when these two regions work together to implement a particular
cognitive function.

Evaluation

Group studies of patients can be important for establishing whether a given region
is critical for performing a given task or tasks. Two broad methods are favored,
depending on the hypothesis being addressed. The first method involves
establishing (on a case-by-case basis) whether a patient is impaired on a given
task and then determining the lesion location(s). The second method involves
selecting the group on the basis of a lesion to a predefined area and then
establishing what functional deficits the group has. This second method is
important for testing predictions derived from functional imaging research.
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The purpose of a neuropsychological assessment is to ascertain a patient’s level of
functioning relative to that expected based on his or her premorbid functioning (Cipolotti &
Warrington, 1995a). Some common neuropsychological tests are shown; clockwise from top
left: patients with visual recognition problems find it hard to identify overlaid letters relative to
non-overlaid ones (from BORB; Riddoch & Humphreys, 1995); patients with semantic
memory impairments may find it hard to match the palm tree to the pyramid (Howard &
Patterson, 1992); patients with aphasia may find it hard to decide whether things rhyme
(from PALPA; Kay et al., 1992); patients with memory problems may be able to copy but not
remember this figure

From Rey, 1964. © International Universities Press Inc.
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KEY TERM

Behavioral
neuroscience

Cognitive neuroscience in
nonhuman animals.

A family of macaque
monkeys.

ANIMAL MODELS IN NEUROPSYCHOLOGY

The two main methods that use non-human animals that are considered in this
textbook are single-cell recordings (discussed in Chapter 3) and lesion methods.
Both of these methods have been greatly assisted by structural MRI scanning
enabling individual differences in each animal’s brain anatomy to be taken into
consideration when placing electrodes and lesions, and also for determining the
extent of lesions in vivo. When non-human animals are used in this way, it is
typically referred to as behavioral neuroscience rather than cognitive neuro-
science. The implication of this difference in terminology is that humans think
but animals behave, or, rather, we know that humans think but we can’t be so
sure about other animals.

Although lesion methods in humans rely on naturally occurring lesions, it is
possible—surgically—to carry out far more selective lesions on other animals.
Unlike human lesions, each animal can serve as its own control by comparing
performance before and after the lesion. It is also common to have control groups
of animals that have undergone surgery but received no lesion, or a control group
with a lesion in an unrelated area. There are various methods for producing
experimental lesions in animals (Murray & Baxter, 2006):

1. Aspiration. The earliest methods of lesioning involved aspirating brain regions
using a suction device and applying a strong current at the end of an electrode
tip to seal the wound. These methods could potentially damage both gray
matter and the underlying white matter that carries information to distant
regions.

2. Transection. This involves cutting of discrete white matter bundles such as
the corpus callosum (separating the hemispheres) or the fornix (carrying
information from the hippocampus).

3. Neurochemical lesions. Certain toxins are taken up by selective neuro-
transmitter systems (e.g. for dopamine or serotonin) and, once inside the cell,
they create chemical reactions that kill it. A more recent approach involves
toxins that bind to receptors on the surface of cells, allowing for even more
specific targeting of particular neurons.

4. Reversible “lesions.” Pharmacological manipulations can sometimes pro-
duce reversible functional lesions. For example, scopolamine produces a
temporary amnesia during the time in which the drug is active. Cooling of
parts of the brain also temporarily suppresses neural activity.

Studies of non-human animals have also enabled
a more detailed anatomical understanding of the
brain and, in particular, the anatomical con-
nectivity between regions. In non-human animals,
injecting the enzyme horseradish peroxidase into
axons carries a visible tracer back to the cell bodies
that send them. The tracer can be visualized at
post-mortem. This enables one to ascertain which
regions project to a given region (Heimer &
Robards, 1981).

While the vast majority of neuroscience
research is conducted on rodents, some research
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is still conducted on non-human primates. In many countries, including in the EU,
neuropsychological studies of great apes (e.g. chimpanzees) are not permitted.
More distant human relatives used in research include three species of macaque
monkeys (rhesus monkey, cynomolgus monkey, and Japanese macaque) and one
species of New World primate, the common marmoset. There are a number of
difficulties associated with the use of animal models in neuropsychology, not least
the concern for the welfare of the animals. Scientists working with these species
must provide a justification as to why the research requires primates rather than
other animals or other methods, and they must justify the number of animals used.
It is also important to have careful breeding programs to avoid having to catch
animals in the wild and to protect the animals from
viruses. It is important to give them adequate
space and social contact. Another disadvantage of
animal models is that there are some human traits
that do not have obvious counterparts in other
species. Language is the most obvious such trait;
consciousness is a more controversial one (see
Edelman & Seth, 2009).

>
TRANSCRANIAL MAGNETIC \\\

STIMULATION (TMS)

Attempts to stimulate the brain electrically and
magnetically have a long history. Electric currents )
are strongly reduced by the scalp and skull and are
therefore more suitable as an invasive technique
on people undergoing surgery. In contrast, mag-
netic fields do not show this attenuation by the
skull. However, the limiting factor in developing
this method has been the technical challenge of
producing large magnetic fields, associated with
rapidly changing currents, using a reasonably
small stimulator (for a historical overview, see
Walsh and Cowey, 1998). Early attempts at mag-
netic stimulation were successful at eliciting phos-
phenes (Magnussen & Stevens, 1914), but this was
probably due to stimulation of the retina rather
than the brain (Barlow et al., 1947). It was not
until 1985 that adequate technology was devel-
oped to magnetically stimulate focal regions of the
brain (Barker et al., 1985). Since then, the num-
ber of publications using this methodology has
increased rapidly. Typically, the effects of trans-

crar}lllaL maﬁnetl(; stlmula.t ton .(TMS) f?lr ¢ sm:llll, An example of two phosphenes produced by stimulating area
such that they alter reaction time protiles rather V5/MT. Left hemisphere V5/MT stimulation produces right visual

than elicit an overt behavior. But there are figq phosphenes moving away from the center. The first was
instances of the latter. For example, if the coil is  described as “movement of a single point in a static field” and

placed over the region of the right motor cortex the second as “drifting right, not continuous.”
representing the hand, then the subject may From Stewart et al., 1999. © 1999 Elsevier. Reproduced with permission.
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experience a sensation or involuntary movement in the left hand (given that
the right motor cortex sends movement signals to the left part of the body).
If the coil is placed over the right visual cortex, then the subject may report visual
sensations or “phosphenes” on the left side (given that the right visual cortex
represents the left side of space). Even more specific examples have been
documented. Stewart et al., (1999) stimulated a part of the visual cortex dedicated
to motion perception (area V5/MT) and reported that these particular phosphenes
tended to move. Stimulation in other parts of the visual cortex produces static
phosphenes.

How does TMS work?

TMS works by virtue of the principle of electromagnetic induction that was
first discovered by Michael Faraday. A change in electric current in a wire
(the stimulating coil) generates a magnetic field. The greater the rate of change
in electric current, the greater the magnetic field. The magnetic field can then
induce a secondary electric current to flow in another wire placed nearby. In the
case of TMS, the secondary electric current is induced, not in a metal wire,
but in the neurons below the stimulation site. The induced electric current in the
neurons is caused by making them “fire” (i.e. generate action potentials) in
the same way as they would when responding to stimuli in the environment.
The use of the term “magnetic” is something of a misnomer as the magnetic field
acts as a bridge between an electric current in the stimulating coil and the current
induced in the brain. Pascual-Leone er al. (1999) suggest that “electrodeless,
noninvasive electric stimulation” may be more accurate, although it is a less
catchy term.

A number of different designs of stimulating coil exist, and the shape of the
coil determines how focused the induced current is. One of the most common
designs is the figure-of-eight coil. Although the coil itself is quite big, the focal
point of stimulation lies at the intersection of the two loops and is about 1 cm? in
area. If you have access to TMS equipment, try holding the coil a few centimeters
above your arm. When the pulse is released, you should feel a slight harmless
twinge on a small area of skin that is representative of the area of direct stimulation
of the brain.

The “virtual lesion”

TMS causes neurons underneath the stimulation site to be activated. If these
neurons are involved in performing a critical cognitive function, then stimulating
them artificially will disrupt that function. Although the TMS pulse itself is
very brief (less than 1 millisecond), the effects on the cortex may last for several
tens of ms. As such, the effects of a single TMS pulse are quickly reversed.
Although this process is described as a “virtual lesion” or a “reversible lesion,”
a more accurate description would be in terms of interference. The neurons are
being activated both from an internal source (the task demands themselves)
and an external source (the TMS) with the latter disrupting the former. Of course,
if the region is not involved in the task, then interference would not occur in
this way.
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25

Sham TMS
Sensory-motor
20 - Mid-occipital
Could whole regions of the brain normally
dedicated to one type of processing

(e.g. vision) take on a completely different
functional characteristic (e.g. touch)?

A number of studies have investigated the 10 -
functioning of the visual cortex (in the
occipital lobes) in people who were blind
from a very early age.

Sadato et al. (1996) conducted a brain
imaging study demonstrating that early blind Aiffd Blifid Sighted
Braille readers showed activity in their (Braille) (Roman type)  (Roman type)
primary visual cortex (V1) during Braille
reading. This was not found for late blind

15

% errors

TMS over mid-occipital “visual” cortex impairs tactile

or sighted individuals with their eyes closed. identification in the blind, but not in blindfolded sighted
However, functional imaging methods can people, whereas TMS over sensorimotor (tactile) cortex
reveal increases in activity that may not be impairs tactile discrimination in sighted individuals.

From Cohen et al., 1997. Reprinted by permission of Macmillan

functionally critical. It could be, for instance, Publishers Lid. © 1997

that the blind readers are trying to use the

visual cortex during Braille reading but that this activity is not actually contributing to task
performance. To address this, lesion methods are appropriate. Given that early blind people with
late brain damage restricted to occipital regions are rare (but see Hamilton et al., 2000), TMS
avails itself as the most appropriate method.

Cohen et al. (1997) studied tactile identification of Braille letters in early blind individuals,
and tactile identification of embossed letters in roman type in both early blind and (blindfolded)
sighted individuals. When they placed their finger on the letter, a train of TMS pulses was delivered.
The TMS was delivered to a number of sites, including the mid-occipital (“visual” cortex), the
sensory-motor (tactile/motor cortex) and “air” as the control condition. For the blind participants,
TMS over mid-occipital regions impaired tactile letter discrimination. This suggests that the “visual”
cortex is used for touch in the early blind. Sighted people show disruption when TMS is applied
over sensory-motor cortex. It is perhaps surprising that blind people do not additionally show an
effect here. It could be that, because they are more skilled, they require a higher intensity of TMS
for disruption to be induced. There is evidence for plasticity in somatosensory, as well as mid-
occipital, regions in the blind as the region of the brain representing their reading fingers is enlarged
by as much as two or three times (Pascual-Leone & Torres, 1993). Similar TMS studies have
revealed cortical enlargements are found for skilled racquet players (Pearce et al., 2000), and
cortical reductions found for limb amputees (Cohen et al., 1991). These suggest that level of use
is critical for plasticity.

Is it likely that any brain region can substitute for the function of another? In this instance, the
function of the brain region is largely the same (i.e. it makes fine-grained spatial discriminations)
even though in one instance it responds to vision and in another to touch. However, more recent
research suggests that the occipital cortex in blind individuals can support tasks of a very different
nature (e.g. verb generation; Amedi et al., 2004).
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TMS has a number of advantages over
traditional lesion methods (Pascual-Leone et al.,
1999). The first advantage is that real brain
damage may result in a reorganization of the
cognitive system (a violation of the transparency
assumption) whereas the effects of TMS are brief
and reversible. This also means that within-subject
designs (i.e. with and without lesion) are possible
in TMS that are very rarely found with organic
lesions (neurosurgical interventions are an inter-
esting exception, but in this instance the brains are
not strictly premorbidly “normal” given that
surgery is warranted). In TMS, the location of the
stimulated site can be removed or moved at will.

The coil is held against the participant’s head, and a localized
maghnetic field is generated during performance of the task.

University of Durham/Simon Fraser/Science Photo Library.

In organic lesions, the brain injury may be larger
than the area under investigation and may affect
several cognitive processes.

Advantages of TMS over organic Advantages of organic lesions

lesions over TMS

* No reorganization/compensation * Subcortical lesions can be studied

¢ Can be used to determine timing * Lesions can be accurately localized with
of cognition MRI (effects of TMS are less well

understood spatially)

¢ Lesion is focal

¢ Lesion can be moved within the * Changes in behavior/cognition are more
same participant apparent

¢ Can study functional integration

Will TMS completely replace traditional neuropsychological methods?
Probably not. For one thing, TMS is restricted in the sites that can be stimulated,
i.e. those beneath the skull; stimulations elsewhere cannot be studied with TMS.
Moreover, the spatial extent of the changes induced by TMS is not fully understood
and it is possible that more distant brain structures receive stimulation if they are
connected to the stimulation site (Paus, 1999). In contrast, organic lesion
localization using MRI is more tried and tested. Another advantage of traditional
neuropsychology is that the “accidents of nature” turn up some unexpected and
bizarre patterns. For example, some patients can name body parts, but not point
to named parts of their body (Semenza & Goodglass, 1985); and some patients
can draw a bicycle, but not recognize a drawing of a bicycle (Behrmann et al.,
1994). Perhaps these sorts of pattern could also be observed with TMS, but nobody
would think to look for them without the patient-based observations. Indeed, the
effects of TMS “lesions” are often only observable through slowed reaction times
and not through error rates or the externally observable behavior that characterizes
most neurological deficits.
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Using TMS to study functional integration

The uses of TMS described so far come within the framework of functional
specialization: i.e. trying to understand the functional contributions of particular
regions to certain aspects of cognition. A complementary approach is functional
integration; i.e. trying to understand how one region influences another or how
one cognitive function influences another. One way in which this is achieved is
by undergoing a session of focal TMS and then studying how this affects the
communication between brain regions using fMRI (Bestmann & Feredoes, 2013).
(Note: for safety reasons TMS cannot be done in the scanner itself). Another
approach is to use TMS to examine competition between brain regions. If there
are different processes competing in the brain, then eliminating one process from
the competition (using TMS) might have a beneficial effect on the other.

The brain divides up the visual world into different attributes such as color,
shape and motion and these different attributes are essentially represented in
different regions of the brain (see Chapter 6 for discussion). One theoretical
question is: “Do these regions compete with each other, and does attending to one
attribute (e.g. motion) have positive or negative consequences for irrelevant
attributes (e.g. color)?” To answer this question, Walsh ef al. (1998b) presented
participants with arrays of different shapes made up of different colors that were
either moving or static. The task of the participants was to determine whether a
prespecified target (e.g. a moving cross, a static cross, a green cross) was present
or absent in the array as quickly as possible. TMS was delivered at area V5/MT
(specialized for visual motion perception) at a number of different time intervals,
but, for simplicity, the overall pattern across time only will be discussed here. In
the first two examples, motion is needed to discriminate between targets and
distractors because relying on shape alone will not help (some Xs move and some
Xs are static). Unsurprisingly, a virtual lesion to V5/MT disrupts this visual search,

Stimulus Task Result
T X
T _— —_— TMS at V5 Slower RT to
ind moving detect target
X * (arrows shows movement) — (interference)
w X T X The participants must
search for the presence or
== absence of a specified target
X (e.g. moving X) in an array
* — TMS at V5 of other items. TMS was
Find the static X — Slower RT to applied over area V5/MT
* i h it detect target ! S '
¥ * arrows shows movemen (interference) (involved in visual motion
— — perception) at various points
during search. If motion was
relevant to the search task,
- X — then performance was
X X TMS S5 Faster RT to impaired, but if motion was
Find the green X — detect target irrelevant to the search task,
(facilitation)
) 4 X then performance was
p— facilitated.
Adapted from Walsh et al.,
1998b.
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as has been found for organic lesions to this area (McLeod ef al., 1989). The
unexpected finding comes when there is no motion at all and the participants must
find a target based on color and form (a green X). In this instance, a virtual lesion
to V5/MT facilitates search efficiency. This suggests that different visual areas
may compete with each other and eliminating an irrelevant visual area can improve
the operation of relevant ones.

Practical aspects of using TMS

When designing experiments using TMS (or when evaluating other people’s
choice of design), there are three main considerations: when to deliver the pulses,
where to deliver the pulses, and selection of appropriate control conditions (for a
good overview, see Robertson ef al., 2003). Finally, given that the brain is being
stimulated, one must be fully aware of safety and ethical considerations when
performing TMS experiments.

Timing issues—repetitive or single pulse?

The issue of when to deliver the pulse is crucial to the success, or otherwise, of
a TMS experiment. On rare occasions, the time taken for a stimulus to be registered
in a given brain region is known by previous research using other techniques. For
example, single-cell recordings suggest that it takes 100 ms for a visual stimulus
to be registered in the primary visual cortex (area V1), and TMS studies in which
a single pulse is delivered close to this critical window can render the subject
effectively “blind” to the stimulus (Corthout et al., 1999). On most occasions,

information such as this will not be known. In this

Relative response time

situation, there are a number of options. First, one
could make the time of pulse delivery a variable
in its own right. For example, if a stimulus is
presented for 500 ms, the TMS pulse (or pulses)
could be delivered in different time windows
(0-50 ms, 50-100 ms, ... 450-500 ms). This
experimental design could thus provide important
information about the timing of cognition, as well
as providing information about the necessity of

that region. An alternative solution is to use a
train of pulses during the task (i.e. repetitive or

1 | | | |
0 40 80 120 160 200

TMS onset asynchrony (ms)

TMS can be used to establish when in a task a given region is
critical. In this experiment, participants had to search for a visual
target in an array that was either present or absent. TMS applied
over the parietal lobes disrupted performance, but only in specific
time windows, with present trials occurring earlier (100 ms;
purple line) than absent trials (160 ms; green line). A temporal
dissociation such as this could not be observed in patients with
irreversible organic brain damage.

From Ashbridge et al., 1997. © 1997 Elsevier. Reproduced with
permission.

rTMS). In this situation, the experiment becomes
potentially more powerful in its ability to detect
the necessity of a region, but it would not be
possible to draw conclusions about timing because
it would be unclear which pulse (or pulses) was
critical. Whether or not single-pulse or rTMS is
used is not only related to whether timing is an
independent variable, but also to the nature of the
task itself. Some tasks may require several pulses
for TMS to exert interference. The reasons why
this might be are not fully understood, but it is
a general rule of thumb that TMS studies of
perceptual processes have often used single-pulse
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designs, whereas studies of “higher” cognition (e.g. memory, language) have often
used rTMS (Walsh & Rushworth, 1999).

How to hit the spot?

To conduct a TMS experiment, one needs to make some assumptions about which
regions of the brain would be interesting to stimulate. In some instances, functional
resolution is all that is needed. Just as with the arguments concerning classical
versus cognitive neuropsychology, one may wish to establish that a given
task/behavior can be selectively disrupted (in which case, the location of the
stimulation site is not relevant to the type of conclusion drawn).

Positions on the head can be defined relative to landmarks, such as those used
in the EEG system of electrode placement. Skull landmarks include the inion
(a bony protrusion at the back of the skull), the anion (the bony ridge between
the eyebrows), and the vertex (midway between the anion and inion, and midway
between the ears). For example, one published way of approximately locating area
V5/MT (dedicated to visual motion perception) is by marking a spot 5 cm in front
of the inion, and 3 cm up from it (Walsh ez al., 1998a). The spot can be physically
marked by placing an X on the skin, or by marking the position on a taut
swimming cap. If a precise location is not known before the study, then one could
stimulate, say, six different spots lying in a 2 x 3 cm grid, drawn on a swimming
cap relative to a fixed skull landmark. Different adjacent positions could then serve
as control conditions in the analysis.

Structural and functional MRI can also be used to locate candidate regions
of stimulation taking into account individual differences in brain anatomy and skull
shape (this is called frameless stereotaxy). A structural or functional MRI scan
can be obtained prior to TMS and then online digital registration (using specialist
software) enables the position on the skull to be identified. Alternatively, the
TMS could be performed prior to a structural MRI scan in which the stimulation
sites used have been marked in such a way as to render them visible on the scan.
Cod liver oil tablets, attached to the head, have been used previously (Hadland
et al., 2001).

What is the appropriate control condition?

Two possible control conditions for TMS experiments have already been
considered. First, one can compare performance when the same region is
stimulated in critical and non-critical time windows. Second, one can compare
stimulation in critical and non-critical regions. Some consideration needs to be
given to the selection of the non-critical region. Using regions adjacent to the
critical region can provide extra clues about the spatial size of the region of interest.
In studies in which there is good reason to believe that the cognitive function is
lateralized, one could use the same site on the opposite hemisphere as a control.
A further advantage in using the control conditions mentioned above is that
peripheral effects of TMS can be minimized. These include the loud sound of the
pulse and twitches caused by inadvertent stimulation of the facial nerves and
muscles. The latter can be more pronounced at some sites and so using adjacent
regions or opposite hemisphere regions would minimize this. “Sham TMS,” in
which the coil is held in the air rather than against the head, is not an ideal control
condition, and having no TMS at all as a control condition is also not desirable.
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Another control condition that can be used in TMS experiments is a task control.
Thus, the same region can be stimulated at the same times, but with some aspect
of the task changed (e.g. the stimuli, the instructions).

Evaluation

TMS is an interesting addition to the cognitive neuroscientist’s toolkit. It is able
to ascertain the importance of a given region by stimulating that region during
task performance. As such, it is related to other lesion methods that are used for
establishing the importance of a given region, but it has certain advantages over
the organic lesion method. The main advantage lies in the fact that the interference
is short-lived and reversible. It can also be used to explore how regions interact
with each other (functional connectivity) and shed light on the timing of cognitive
processes.

Researchers need to bear in mind a number of safety issues when conducting TMS experiments. It
is essential to be aware of the local regulations that apply in your own institution, but the following
points are likely to be important:

The most recent safety and ethics guidelines come from a consensus of leading researchers in
the field that offers guidance on issues such as the number and intensity of pulses (Rossi et al.,
2009).

Whereas single-pulse TMS is generally considered to be safe, repetitive-pulse TMS carries a very
small risk of inducing a seizure (Wassermann et al., 1996). Given this risk, participants with
epilepsy or a familial history of epilepsy are normally excluded. Participants with pacemakers and
medical implants should also be excluded. Credit cards, computer discs and computers should
be kept at least 1 m away from the coil.

The intensity of the pulses that can be delivered is normally specified with respect to the “motor
threshold”; that is, the intensity of the pulse, delivered over the motor cortex, that produces a
just noticeable motor response (for a discussion of problems with this, see Robertson et al.,
2003).

During the experiment, some participants might experience minor discomfort due to the sound of
the pulses and facial twitches. Although each TMS pulse is loud (~100 dB), the duration of each
pulse is brief (1 ms). Nonetheless, it is mandatory to protect the ears with earplugs or
headphones. When the coil is in certain positions, the facial nerves (as well as the brain) may be
stimulated, resulting in involuntary twitches (e.g. blinking, jaw clamping). Participants should be
warned of this and told they can exercise their right to withdraw from the study if it causes too
much discomfort.

It is generally believed that a single session of TMS has no long-term consequences. However,
repeated participation in experiments could conceivably have longer-term effects—either positive
or deleterious. A number of studies report an improvement in mood in depressed individuals
following repeated frontal lobe stimulation (George et al., 1995). But this study involved repeated
stimulation on a daily basis. Except in cases of therapeutic intervention, it is good practice not to
test the same participants many times over a short interval.
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TRANSCRANIAL DIRECT CURRENT
STIMULATION (tDCS)

The use of electrical currents to stimulate the brain has a long and checkered
history, with the most notorious noninvasive method being electro-convulsive
therapy (ECT) used to “treat” psychiatric illnesses. Unlike ECT, the method of
transcranial direct current stimulation (tDCS) uses a very weak electric current.
Direct current involves the flow of electric charge from a positive site (an anode)
to a negative site (a cathode). In tDCS, a stimulating pad (either anodal or
cathodal) is placed over the region of interest and the control pad is placed in a
site of no interest (sometimes on the front of the forehead, or sometimes on
a distant site such as the shoulders). After a period of stimulation (e.g. 10 min) a
cognitive task is performed and this can be compared with sham stimulation, or
anodal and cathodal stimulation can be directly contrasted. Cathodal tDCS
stimulation tends to disrupt performance (i.e. it is conceptually equivalent to a
virtual lesion approach) whereas anodal tDCS stimulation tends to enhance
performance (Nitsche et al., 2008). For example, anodal stimulation over visual
cortex leads to an enhanced early visual ERP component (N100) and enhances
the ability to detect weak visual stimuli, whereas cathodal stimulation has the
opposite effects (Accornero et al., 2007; Antal ef al., 2001).

Stagg and Nitsche (2011) provide a summary of the likely neurophysiological
mechanisms. It is important to consider the immediate effects of direct current
stimulation and the aftereffects separately. Animal models of direct current
stimulation followed by single-cell recordings have shown that anodal stimulation
increases the spontaneous firing rate of neurons whereas cathodal stimulation
reduces the firing rate. The immediate effects of stimulation are believed to occur
on the resting membrane potential rather than modulation at the synapse. How-
ever, the aftereffects of stimulation are likely to occur due to changes in synaptic
plasticity influencing learning and perhaps affecting different neurotransmitter
systems. Anodal stimulation affects the GABA system (this neurotransmitter
has inhibitory effects) whereas cathodal stimulation affects the glutamate system
(this neurotransmitter has excitatory effects).

The current safety guidelines recommend upper limits on the size of the
current and the surface area of the stimulating electrodes (Nitsche et al., 2003).

Anode Cathode
positive negative

9-volt
current
source Direction of current flow

KEY TERMS

Cathodal tDCS
Decreases cortical
excitability and decreases
performance.

Anodal tDCS

Increases cortical
excitability and increases
performance.

The method of tDCS uses a
very weak electric current
applied using stimulating
pads attached to the scalp.
Direct current involves the
flow of electric charge from
a positive site (an anode) to
a negative site (a cathode).

Adapted from George and Aston-
Jones.
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If the current is concentrated on a small electrode, then it can cause skin irritation.
However, unlike TMS, participants often cannot tell whether the machine is
switched on or used as sham (there is no sound or twitching). As such there is
very little discomfort.

Minutes /\/\/\/\/\
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P100 Amplitude variations
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Minutes

tDCS applied over the visual cortex (for 3 min) disrupts the amplitude of an ERP component (P100) elicited in response to
viewing a black and white checkerboard. Anodal stimulation increases the amplitude, but cathodal stimulation reduces it.

From Accornero et al., 2007.
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Repeated sessions of anodal tDCS are becoming increasingly used for
cognitive enhancement (of normal brains) and neurorehabilitation (of damaged
brains). For instance, repeated sessions of tDCS over the primary motor cortex
leads to increased cortical excitability and greater hand functionality in patients
with motor impairments following stroke (Hummel et al., 2005). In this study,
the treatment was compared with sham and the procedure was double blind (i.e.
neither participant nor experimenter knew which condition they were in). Other
studies using anodal tDCS have reported improvements in language following
stroke (Monti et al., 2008) and improved working memory in patients with
Parkinson’s disease (Boggio et al., 20006).

SUMMARY AND KEY POINTS OF THE CHAPTER

* A double dissociation between two patients occurs when patient 1
is significantly better than patient 2 on task A, and patient 2 is
significantly better than patient 1 on task B. The standard
interpretation of this is that task A and task B utilize some different
neural resources.

* The use of single cases has led to important insights into the way in
which cognitive components are organized and may be fractionated.

* Group studies of patients are important for making links between
lesion location and behavioral deficits, and provide an important
source of converging evidence for functional imaging data.

* Transcranial magnetic stimulation (TMS) works by stimulating a region
of cortex placed beneath a current-carrying coil. This stimulation
temporarily interferes with ongoing cognitive activity in that region
and, therefore, provides information about the necessity of that region
for performing the task. This has been termed a “virtual lesion.”

* Transcranial direct current stimulation (tDCS) has a poorer temporal
and spatial resolution to TMS, but has the advantage of being able to
facilitate cognitive function (anodal tDCS).

EXAMPLE ESSAY QUESTIONS

* What assumptions must one accept to be able to draw inferences
about normal cognition from adults with brain damage? Are these
assumptions plausible?

 Critically evaluate the role of group studies in neuropsychological
research.

* What are the advantages and disadvantages of using single cases to
draw inferences about normal cognitive functioning?

* How have TMS and tDCS studies contributed to our knowledge of
brain plasticity?

* Compare and contrast lesion methods arising from organic brain
damage with TMS and tDCS.
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Students who are new to cognitive neuroscience might believe that the eyes do
the seeing and the brain merely interprets the image on the retina. This is far from
the truth. Although the eyes play an undeniably crucial role in vision, the brain
is involved in actively constructing a visual representation of the world that is not
a literal reproduction of the pattern of light falling on the eyes. For example, the
brain divides a continuous pattern of light into discrete objects and surfaces, and
translates the two-dimensional retinal image into a three-dimensional interactive
model of the environment. In fact, the brain is biased to perceive objects when
there is not necessarily an object there. Consider the Kanizsa illusion (p. 108)
—it is quite hard to perceive the stimulus as three corners as opposed to one
triangle. The brain makes inferences during visual perception that go beyond the
raw information given. Psychologists make a distinction between sensation and
perception. Sensation refers to the effects of a stimulus on the sensory organs,
whereas perception involves the elaboration and interpretation of that sensory
stimulus based on, for example, knowledge of how objects are structured. This
chapter will consider many examples of the constructive nature of the seeing brain,
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Do you automatically
perceive a white triangle that
isn’t really there? This is
called the Kanizsa illusion.

KEY TERMS

Sensation
The effects of a stimulus
on the sensory organs.

Perception

The elaboration and
interpretation of a
sensory stimulus based
on, for example,
knowledge of how objects
are structured.

Retina

The internal surface of
the eyes that consists of
multiple layers. Some
layers contain
photoreceptors that
convert light to neural
signals, and others
consist of neurons
themselves.

Rod cells

A type of photoreceptor
specialized for low levels
of light intensity, such as
those found at night.

from the perception of visual attributes, such as color and motion, up to the
recognition of objects and faces.

FROM EYE TO BRAIN

The retina is the internal surface of the eyes that contains specialized photo-
receptors that convert (or transduce) light into neural signals. The photoreceptors
are made up of rod cells, which are specialized for low levels of light intensity,

Light

Off On Off

“On" center

"Off"” surround
+WWH4H e

"Off" center

“On" surround | |“| g
I 1l

Receptive fields of two retinal ganglion cells. The cell in the upper part of the figure responds when the center is illuminated
(on-center, a) and when the surround is darkened (off-surround, b). The cell in the lower part of the figure responds when the
center is darkened (off-center, d) and when the surround is illuminated (on-surround, e). Both cells give on- and off-
responses when both center and surround are illuminated (c and f), but neither response is as strong as when only center or

surround is illuminated.
From Hubel, 1963.
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such as those found at night, and cone cells, which are more active during daytime
and are specialized for detecting different wavelengths of light (from which the
brain can compute color).

There is already a stage of neural computation that takes place at the retina
itself. Bipolar cells in the retina are a type of neuron that behave in one of two
ways: detecting light areas on dark backgrounds (ON) or detecting dark areas on
light backgrounds (OFF). A higher level of processing, by retinal ganglion cells,
has a more complex set of on and off properties. Most retinal ganglion neurons
have a particular characteristic response to light that is termed a center-surround
receptive field. The term receptive field denotes the region of space that elicits
a response from a given neuron. One intriguing feature of the receptive fields of
these cells, and many others in the visual system, is that they do not respond to
light as such (Barlow, 1953; Kuffler & Barlow, 1953). Rather, they respond
to differences in light across their receptive field. Light falling in the center of the
receptive field may excite the neuron, whereas light in the surrounding area may
switch it off (but when the light is removed from this region, the cell is excited
again). Other retinal ganglion cells have the opposite profile (on-center off-
surround cells). Light over the entire receptive field may elicit no net effect because
the center and surround inhibit each other. These center-surround cells form the
building blocks for more advanced processing by the brain, enabling detection of,
among other things, edges and orientations.

The output of the retinal ganglion cells is relayed to the brain via the optic
nerves. The point at which the optic nerve leaves the eye is called the blind spot,
because there are no rods and cones present there. If you open only one of your
eyes (and keep it stationary), there is a spot in which there is no visual information.
Yet, one does not perceive a black hole in one’s vision. This is another example
of the brain filling in missing information. The highest concentration of cones is
at a point called the fovea, and the level of detail that can be perceived (or visual
acuity) is greatest at this point. Rods are more evenly distributed across the retina
(but are not present at the fovea).

The primary visual cortex and geniculostriate
pathway

There are a number of different pathways from the retina to the brain (for a review,
see Stoerig and Cowey, 1997). The dominant visual pathway in the human brain
travels to the primary visual cortex at the back, or posterior, of the brain, via a
processing station called the lateral geniculate nucleus (LGN). The LGN is part
of the thalamus which has a more general role in processing sensory information;
there is one LGN in each hemisphere. The primary visual cortex is also referred
to as V1, or as the striate cortex because it has a larger than usual stripe running

KEY TERMS

Cone cells

A type of photoreceptor
specialized for high levels
of light intensity, such as
those found during the
day, and specialized for
the detection of different
wavelengths.

Receptive field

The region of space that
elicits a response from a
given neuron.

Blind spot

The point at which the
optic nerve leaves the
eye. There are no rods
and cones present there.

Primary visual cortex
(or V1)

The first stage of visual
processing in the cortex;
the region retains the
spatial relationships found
on the retina and
combines simple visual
features into more
complex ones.

==

To find your blind spots, hold the image about 50 cm away. With your left eye open (right closed), look at the +. Slowly bring
the image (or move your head) closer while looking at the + (do not move your eyes). At a certain distance, the dot will
disappear from sight . . . this is when the dot falls on the blind spot of your retina. Reverse the process: Close your left eye
and look at the dot with your right eye. Move the image slowly closer to you and the + should disappear.
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Lateral

(LGN)

RIGHT

Primary
visual cortex

Optic chiasm

geniculate
nucleus

HEMISPHERE

Connections from the retina to the primary visual cortex—the

geniculostriate pathway.

From Zeki, 1993. © Blackwell Publishing. Reproduced with permission.

through one layer that can be seen when stained
and viewed under a microscope. This particular
route is called the geniculostriate pathway.

The neural representation in the lateral
geniculate nucleus divides up information on the
retinal surface in a number of interesting ways.
Objects in the right side of space (termed the right
visual field) fall on the left side of the retina of
both eyes and project to the left lateral geniculate
nucleus. The representation in the lateral genic-
ulate nucleus thus contains information from
both the left and right eyes. This information is
segregated into the six different neuronal layers of
this structure, three for each eye. The layers of the
lateral geniculate nucleus are not only divided
according to the eye (left or right) but contain a
further subdivision. The upper four layers have
small cell bodies and have been termed parvo-
cellular, or P layers, whereas the lower two layers
contain larger cell bodies and have been termed
magnocellular, or M layers. Parvocellular cells
respond to detail and are concerned with color
vision. Magnocellular cells are more sensitive to

movement than color and respond to larger areas of visual field (Maunsell, 1987).
More recently a third type of cell (K or konio) has been documented in the LGN
that lies between the magnocellular (magno) and parvocellular (parvo) layers
(Hendry & Reid, 2000). These cells show much less functional specificity than
magno and parvo cells and have a different pattern of connectivity.

The properties of neurons in the primary visual cortex were elucidated by
pioneering work by David Hubel and Torsten Wiesel (1959, 1962, 1965, 1968,

Do not make the mistake of believing that
the retina of the left eye represents just the
left side of space, and the retina of the right
eye represents just the right side of space. (If
you are still confused, close one eye and
keep it fixed—you should be able to see both
sides of space with a minor occlusion due to
the nose.) Rather, the left side of the left eye
and the left side of the right eye both contain
an image of objects on the right side of
space. The right side of the left eye and the
right side of the right eye both contain an
image of objects on the left side of space.

If you think that the response of neurons on
the retina or in the brain is like the response
of pixels in a television screen, then think
again. Some visual neurons respond when
light is taken away, or when there is a
change in light intensity across the region
that they respond to. Other neurons in
extrastriate areas respond only to certain
colors, or movement in certain directions.
These neurons often have very large
receptive fields that do not represent a very
precise pixel-like location at all.
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1970a), for which they were awarded the Nobel Prize in Medicine in 1981. The
method they used was to record the response of single neurons in the visual cortex
of cats and monkeys. Before going on to consider their work, it might be useful
to take a step backwards and ask the broader question: “What kinds of visual
information need to be coded by neurons?” First of all, neurons need to be able
to represent how light or dark something is. In addition, neurons need to represent
the color of an object to distinguish, say, between fruit and foliage of comparable
lightness/darkness but complementary in color. Edges also need to be detected,
and these might be defined as abrupt changes in brightness or color. These edges
might be useful for perceiving the shape of objects. Changes in brightness or color
could also reflect movement of an object, and it is conceivable that some neurons
may be specialized for extracting this type of visual information. Depth may also
be perceived by comparing the two different retinal images.

The neurons in the primary visual cortex (V1) transform the information in
the lateral geniculate nucleus into a basic code that enables all of these types of
visual information to be extracted by later stages of processing. As with many
great discoveries, there was an element of chance. Hubel and Wiesel noted that
an oriented crack in a projector slide drove a single cell in V1 wild, i.e. it produced
lots of action potentials (cited in Zeki, 1993). They then systematically went on
to show that many of these cells responded only to particular orientations. These
were termed simple cells. The responses of these simple cells could be construed
as a combination of the responses of center-surround cells in the lateral geniculate
nucleus (Hubel & Wiesel, 1962). The cells also integrate information across both
eyes and respond to similar input to either the left or right eye. Many orientation-
selective cells were found to be wavelength-sensitive too (Hubel & Wiesel, 1968),
thus providing a primitive code from which to derive color.

Just as center-surround cells might be the building blocks of simple cells,
Hubel and Wiesel (1962) speculated that simple cells themselves might be
combined into what they termed complex cells. These are orientation-selective
too, but can be distinguished from simple cells by their larger receptive fields and
the fact that complex cells require stimulation across their entire length, whereas
simple cells will respond to single points of light

KEY TERMS

Simple cells

In vision, cells that
respond to light in a
particular orientation.

Complex cells

In vision, cells that
respond to light in a
particular orientation but
do not respond to single
points of light.

Hypercomplex cells

In vision, cells that
respond to particular
orientations and particular
lengths.

within the excitatory region. Outside of VI,
another type of cell, termed hypercomplex cells,

Four center-surround cells

which can be built from the responses of several

complex cells, was observed (Hubel & Wiesel,
1965). These cells were also orientation-sensitive,
but the length was also critical. The receptive
fields of hypercomplex cells may consist of adding
excitatory complex cells, but with inhibitory
complex cells located at either end to act as
“stoppers.” In sum, the response properties of cells
in V1 enable more complex visual information
(e.g. edges) to be constructed out of more simple

Simple cell

information.

The take-home message of the work of Hubel
and Wiesel is of a hierarchically organized visual
system in which more complex visual features
are built (bottom-up) from more simple ones.
However, this is only half of the story. Information

A simple cell in V1 responds to lines of particular length and
orientation. Its response may be derived from a combination of
responses from different cells with center-surround properties
such as those located in the lateral geniculate nucleus.

From Zeki, 1993. © Blackwell Publishing. Reproduced with permission.
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There are believed to be ten
different routes from the
retina to different regions of
the brain.

from more complex representations also propagates down the hierarchy. For
instance, in the Kanizsa illusion there are cells in V2 (but not V1) that respond
to the illusory “white edges” of the triangle (Von der Heydt et al., 1984). This is
assumed to reflect feedback information to V2 from regions in the brain that
represent shapes and surfaces (Kogo & Wagemans, 2013).

Cortical and non-cortical routes to seeing

To date, around ten different pathways from the eye to the brain have been
discovered, of which the pathway via the lateral geniculate nucleus to V1 is the
most well understood and appears to make the largest contribution to human visual
perception (Stoerig & Cowey, 1997). The other routes are evolutionarily more
ancient. Evolution appears not to have replaced these routes with “better” ones,
but has retained them and added new routes that enable finer levels of processing
or that serve somewhat different functions. For example, a visual route to the
suprachiasmatic nucleus (SCN) in the hypothalamus provides information about
night and day that is used to configure a biological clock (Klein et al., 1991). Other
routes, such as via the superior colliculus and inferior pulvinar, are important
for orienting to stimuli (e.g. a sudden flash of light) by initiating automatic body
and eye movements (Wurtz et al., 1982). These latter routes are faster than
the route via V1 and can thus provide an early warning signal; for instance,
to threatening or unexpected stimuli. This can explain how it is possible to
unconsciously turn to look at something but without realizing its importance until
after orienting. More recently, an alternative pathway from the LGN (via the
K-cells) to the cortex has been documented that projects to a part of the brain that

LGN Geniculo-striate
pathway Primary visual
Magno cortex (V1)
Parvo
Konio | > Extrastriate

(e.g. V5/MT)

{

Superior Colliculus

§

Retina » Inferior Pulvinar

Suprachiasmatic nucleus (SCN)

Pretectum

Nucleus of optic tract

Terminal nuclei of accessory optic tract
(x3 = dorsal, medial and lateral)
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The image on the retina and the representation of it in V1 are “upside
down” with respect to the outside world. As such, one might wonder
how the brain turns it the right way up. This question is meaningless
because it presupposes that the orientation of things in the outside
world is in some way “correct” and the brain’s representation of it is in
some way “incorrect.” There is no “correct” orientation (all orientation is
relative) and the brain does not need to turn things around to perceive
them appropriately. The function of the seeing brain is to extract
relevant information from the environment, not to create a carbon copy
that preserves, among other things, the same relative top-to-bottom
orientation.

is specialized for process of visual motion (area
V5/MT) without first projecting to V1 (Sincich
et al., 2004). This may account for the fact that
some patients with cortical blindness can still
discriminate motion.

Evaluation

The primary visual cortex (V1) contains cells
that enable a basic detection of visual features, (a) Hemianopia
such as edges, that are likely to be important for
segregating the scene into different objects. There
is some evidence for a hierarchical processing of
visual features such that responses of earlier
neurons in the hierarchy form the building blocks
for more advanced responses of neurons higher up
in the hierarchy. A number of other routes operate
in parallel to the geniculostriate route to V1. These
may be important for early detection of visual
stimuli, among other things.

(b) Scotoma

Partial damage to the primary visual cortex (V1) can §\
result in blindness in specific regions. This is because
this region of the brain is retinotopically organized. Area
V1 is at the back of the brain and on the middle surface
between the two hemispheres. (c) Quadrantanopia
Adapted from Zeki, 1993.
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KEY TERMS

Hemianopia

Cortical blindness
restricted to one half

of the visual field
(associated with damage
to the primary visual
cortex in one
hemisphere).

Quadrantanopia
Cortical blindness
restricted to a quarter of
the visual field.

Scotoma
A small region of cortical
blindness.

Retinotopic
organization

The receptive fields of a
set of neurons are
organized in a such a way
as to reflect the spatial
organization present in
the retina.

Blindsight

A symptom in which the
patient reports not being
able to consciously see
stimuli in a particular
region but can
nevertheless perform
visual discriminations
(e.g. long, short)
accurately.

CORTICAL BLINDNESS AND “BLINDSIGHT”

Loss of one eye, or the optic nerve of that eye, results in complete blindness in
that eye. The spared eye would still be able to perceive the left and right sides of
space and transmit information to the left and right primary visual cortex. But
what would be the consequences of complete damage to one side of the primary
visual cortex itself? In this instance, there would be cortical blindness for one
side of space (if the left cortex is damaged, then the right visual field would be
blind, and vice versa). The deficit would be present when using either the left or
right eye alone, or both eyes together. This deficit is termed hemianopia (or
homonymous hemianopia). Partial damage to the primary visual cortex might
affect one subregion of space. As the upper part of V1 (above a line called the
calcarine fissure) represents the bottom side of space, and the lower part of V1
represents the top part of space—damage here can give rise to cortical blindness
in a quarter of the visual field (so-called quadrantanopia). Blindness in a smaller
region of space is referred to as a cortical scotoma. Note that the layout of visual
information in V1 parallels that found on the retina. That is, points that are close
in space on the retina are also close in space in V1. Areas such as V1 are said to
be retinotopically organized.

The previous section described how there are several visual routes from the
eye to the brain. Each of these routes makes a different contribution to visual
perception. Taking this on board, one might question whether damage to the brain
(as opposed to the eyes) could really lead to total blindness unless each and every
one of these visual pathways coincidentally happened to be damaged. In fact, this
is indeed the case. Damage to the primary visual cortex does lead to an inability
to report visual stimuli presented in the corresponding affected region of space
and can be disabling for such a person. Nevertheless, the other remaining visual
routes might permit some aspects of visual perception to be performed satis-
factorily in exactly the same regions of space that are reported to be blind. This
paradoxical situation has been referred to as “blindsight” (Weiskrantz et al., 1974).

Patients exhibiting blindsight deny having seen a visual stimulus even though
their behavior implies that the stimulus was in fact seen (for a review, see Cowey,
2004). For example, patient DB had part of his primary visual cortex (V1)
removed to cure a chronic and severe migraine (this was reported in detail by
Weiskrantz, 1986). When stimuli were presented in DB’s blind field, he reported
seeing nothing. However, if asked to point or move his eyes to the stimulus
then he could do so with accuracy, while still maintaining that he saw nothing.
DB could perform a number of other discriminations well above chance, such
as orientation discrimination (horizontal, vertical, or diagonal), motion detection
(static or moving) and contrast discrimination (gray on black versus gray on white).
In all these tasks DB felt as if he was guessing even though he clearly was not.
Some form/shape discrimination was possible but appeared to be due to detection
of edges and orientations rather than shape itself. For example, DB could
discriminate between X and O, but not between X and A and not between squares
and rectangles that contain lines of similar orientation (but see Marcel, 1998).

How can the performance of patients such as DB be explained? First of all,
one needs to eliminate the possibility that the task is being performed by remnants
of the primary visual cortex. For example, there could be islands of spared cortex
within the supposedly damaged region (Campion ef al., 1983). However, many
patients have undergone structural MRI and it has been established that no cortex
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remains in the region corresponding to the “blind”
field (Cowey, 2004). Another explanation is that
light from the stimulus is scattered into other intact
parts of the visual field and is detected by intact
parts of the primary visual cortex. For example,
some patients may be able to detect stimuli
supposedly in their blind field because of light
reflected on their nose or other surfaces in the
laboratory (Campion et al., 1983). Evidence
against this comes from the fact that performance
is superior in the “blindsight” region to the natural
blind spot (found in us all). This cannot be
accounted for by scattered light (see Cowey,

= ‘Semi-circle’

Blind region

= "Circle’

= "Nothing’

2004). Thus, the most satisfactory explanation of
blindsight is that it reflects the operation of other
visual routes from the eye to the brain rather than
residual ability of V1. For instance, the ability to
detect visual motion in blindsight might be due to
direct projections from the LGN to area V5/MT
that bypasses V1 (Hesselmann et al., 2010).

This account raises important questions about
the functional importance of conscious versus
unconscious visual processes. If unconscious visual processes can discriminate
well, then why is the conscious route needed at all? As it turns out, such questions
are misguided because the unconscious routes (used in blindsight) are not as
efficient and are only capable of coarse discriminations in comparison to the finely
tuned discriminations achieved by V1 (see Cowey, 2004). At present, we do not
have a full understanding of why some neural processes but not others are
associated with conscious visual experiences. Nevertheless, studies of patients with
blindsight provide important clues about the relative contribution and functions
of the different visual pathways in the brain.

perceived normally.
Adapted from Torjussen, 1976.

Blindsight # normal vision — awareness of vision

Blindsight = impaired vision + no awareness of vision

FUNCTIONAL SPECIALIZATION OF THE
VISUAL CORTEX BEYOND V1

The neurons in V1 are specialized for detecting edges and orientations, wave-
lengths and light intensity. These form the building blocks for constructing more
complex visual representations based on form (i.e. shape), color and movement.
Some of the principal anatomical connections between these regions are shown
in the figure below. One important division, discussed in more detail in later
chapters, is between the ventral stream (involved in object recognition and
memory) and the dorsal stream (involved in action and attention). The ventral
stream runs along the temporal lobes whereas the dorsal stream terminates in
the parietal lobes.

The occipital cortex outside V1 is known as the extrastriate cortex (or
prestriate cortex). The receptive fields in these extrastriate visual areas become
increasingly broader and less coherently organized in space, with areas V4 and

If a visually presented semi-circle abuts a cortical scotoma

(the shaded area), then the patient might report a complete
circle. Thus, rather than seeing a gap in their vision, patients
with blindsight might fill in the gap using visual information in the
spared field. If the semi-circle is presented inside the scotoma,
it isn’t seen at all, whereas if it is away from the scotoma, it is

KEY TERMS

Ventral stream

In vision, a pathway
extending from the
occipital lobes to the
temporal lobes involved in
object recognition,
memory and semantics.

Dorsal stream

In vision, a pathway
extending from the
occipital lobes to the
parietal lobes involved in
visually guided action and
attention.
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KEY TERMS

V4

A region of extrastriate
cortex associated with
color perception.

V5 (or MT)

A region of extrastriate
cortex associated with
motion perception.

Achromatopsia

A failure to perceive color
(the world appears in
grayscale), not to be
confused with color
blindness (deficient or
absent types of cone
cell).

Akinetopsia
A failure to perceive
visual motion.

Posterior
q V3A =—-—-"‘ parietal regions
VS/MT —— EST ——— Superior temporal
| | / suleus (STS)
V4 —
Inferotemporal
region (IT)
L 11 | |
Striate Prestriate Non-visual
(visual) (visual) cortical areas

Information from V1 is sent in parallel to a number of other regions in the extrastriate cortex,
some of which are specialized for processing particular visual attributes (e.g. V5/MT for
movement). These extrastriate regions interface with the temporal cortex (involved in object
recognition) and parietal cortex (involved in space and attention).

V5/MT having very broad receptive fields (Zeki, 1969). The extrastriate cortex
also contains a number of areas that are specialized for processing specific visual
attributes such as color (area V4) and movement (area V5 or MT, standing for
medial temporal). To some extent, the brain’s strategy for processing information
outside of V1 is to “divide and conquer.” For example, it is possible to have brain
damage that impairs color perception (cerebral achromatopsia) or movement
perception (cerebral akinetopsia) that preserves other visual functions.

V4: The main color center of the brain

Area V4 is believed to be the main color center in the human brain because lesions
to it result in a lack of color vision, so that the world is perceived in shades of
gray (Heywood et al., 1998; Zeki, 1990). This is termed cerebral achromatopsia.
It is not to be confused with color blindness in which people (normally men) have
difficulty discriminating reds and greens because of a deficiency in certain types
of retinal cells. Achromatopsia is rare because there are two V4 areas in the brain
and it is unlikely that brain damage would symmetrically affect both hemispheres.
Damage to one of the V4s would result in one side of space being seen as colorless
(left V4 represents color for the right hemifield and vice versa). Partial damage
to V4 can result in colors that appear “dirty” or “washed out” (Meadows, 1974).
In people who have not sustained brain injury, area V4 can be identified by
functional imaging by comparing viewing patterns of colored squares (so-called
Mondrians, because of a similarity to the work of that artist) with their equivalent
gray-scale picture (Zeki et al., 1991). The gray-scale pictures are matched for
luminance such that if either image were viewed through a black and white camera
they would appear identical to each other.
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Why is color so important that the brain
would set aside an entire region dedicated to it?
Moreover, given that the retina contains cells that
detect different wavelengths of visible light, why
does the brain need a dedicated color processor at
all? To answer both of these questions, it is
important to understand the concept of color
constancy. Color constancy refers to the fact that
the color of a surface is perceived as constant
even when illuminated in different lighting condi-
tions and even though the physical wavelength
composition of light reflected from a surface
can be shown (with recording devices) to differ
under different conditions. For example, a surface
that reflects a high proportion of long-wave
“red” light will appear red when illuminated with
white, red, green or any other type of light. Color
constancy is needed to facilitate recognition of,
say, red tomatoes across a wide variety of viewing

conditions.

The derivation of color constancy appears to  Area V5/MT (in red) lies near the outer surface of both
be the function of V4 (Zeki, 1983). Neurons in V4 hemispheres and is responsible for perception of visual motion.

may achieve this by comparing the wavelength in
their receptive fields with the wavelength in other
fields. In this way it is possible to compute the
color of a surface while taking into account the
illuminating conditions of the whole scene (Land, 1964, 1983). Cells in earlier
visual regions (e.g. V1) respond only to the local wavelength in their receptive
field and their response would change if the light source were changed even if the
color of the stimulus was not (Zeki, 1983). Achromatopsic patients with damage
to V4 are able to use earlier visual processes that are based on wavelength
discrimination in the absence of color experience. For example, patient MS could
tell if two equiluminant colored patches were the same or different if they abutted
to form a common edge, but not if they were separated (Heywood ef al., 1991).
This occurs because wavelength comparisons outside of V4 are made at a local
level. Although earlier visual regions respond to wavelength, V4 has some special
characteristics. The neurons in V4 tend to have larger receptive fields than earlier
regions. Moreover, evidence from fMRI shows that voxels that are sensitive to
one color (e.g. red) tend to have graded selectivity to perceptually neighboring
colors (e.g. violets, yellows), but this is not found in earlier visual regions
(Brouwer & Heeger, 2009). It suggests that V4 implements a relational coding
between colors (analogous to a color wheel) that may also be helpful for color
constancy.

It should be pointed out that V4 is not the only color-responsive region of
the brain. For example, Zeki and Marini (1998) compared viewing of appropriately
colored objects (e.g. red tomato) with inappropriate ones (e.g. blue tomato) and
found activation in, among other regions, the hippocampus, which may code long-
term memory representations.

brain is viewed from the back.

Area V4 (in blue) lies on the under surface of the brain, in each
hemisphere, and is responsible for the perception of color. This

KEY TERM

Color constancy

The color of a surface is
perceived as constant
even when illuminated in
different lighting
conditions.
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KEY TERM

Biological motion
The ability to detect
whether a stimulus is
animate or not from
movement cues alone.

When this array of dots is set
in motion, most people can
distinguish between biological
and non-biological motion.

V5/MT: The main movement center of the brain

If participants in a PET scanner view images of moving dots relative to static dots,
a region of the extrastriate cortex called V5 (or MT) becomes particularly active
(Zeki et al., 1991). Earlier electrophysiological research on the monkey had found
that all cells in this area are sensitive to motion, and that 90 percent of them respond
preferentially to a particular direction of motion and will not respond at all to the
opposite direction of motion (Zeki, 1974). None were color-sensitive.

Patient LM lost the ability to perceive visual movement after bilateral damage
to area V5/MT (Zihl et al., 1983). This condition is termed akinetopsia (for a
review, see Zeki, 1991). Her visual world consists of a series of still frames: objects
may suddenly appear or disappear, a car that is distant may suddenly be seen to
be near, and pouring tea into a cup would invariably end in spillage as the level
of liquid appears to rise in jumps rather than smoothly.

More recent studies have suggested that other types of movement perception
do not rely on V5/MT. For example, LM is able to discriminate biological from
non-biological motion (McLeod et al., 1996). The perception of biological motion
is assessed by attaching light points to the joints and then recording someone
walking/running in the dark. When only the light points are viewed, most people
are still able to detect bodily movement (relative to a condition in which these
moving lights are presented jumbled up). LM could discriminate biological from
non-biological motion, but could not perceive the overall direction of movement.
Separate pathways for this type of motion have been implied by functional
imaging (Vaina et al., 2001).

LM was able to detect movement in other sensory modalities (e.g. touch,
audition), suggesting that her difficulties were restricted to certain types of visual
movement (Zihl ez al., 1983). However, functional imaging studies have identified
supramodal regions of the brain (in parietal cortex) that appear to respond to
movement in three different senses—vision, touch, and hearing (Bremmer et al.,
2001).

Evaluation

One emerging view of visual processing in the brain beyond V1 is that different
types of visual information get parsed into more specialized brain regions. Thus,
when one looks at a dog running across the garden, information about its color
resides in one region, information about its movement resides in another and
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When you look at the top figure do you have
a sense of motion in the circles even though
the image is static? This image is called the
Enigma illusion. When you look at the
bottom image do you see one vase or two
faces? Does this image appear to
spontaneously flip between one
interpretation and the other, even though
the image remains constant? Examples such
as these reveal how the brain’s perception of
the world can differ from the external
physical reality. This is, in fact, a normal part
of seeing. Visual illusions are in many
respects the norm rather than the exception,
even though we are not always aware of
them as such.

A functional imaging study has shown
that parts of the brain specialized for
detecting real movement (area V5/MT) also
respond to the Enigma illusion (Zeki et al.,
1993). A recent study suggests that the
illusion is driven by tiny adjustments in eye
fixation (Troncoso et al., 2008). An fMRI
study using bi-stable stimuli such as the

2NN

i

Do you see movement in the image on the top when you stare at

face-vase has shown how different visual
and non-visual brain structures cooperate to
maintain perceptual stability. The momentary

the center? Do you see a vase or faces on the bottom? How
does the brain interpret such ambiguities?

Top image by Isia Levant, 1981, www.michaelbach.de/ot/mot_
enigma/index.html

breakdown of activity in these regions is

associated with the timing of the subjective perceptual flip (Kleinschmidt et al., 1998). TMS over
the right parietal lobes affects the rate of switch between bi-stable images with adjacent regions
either promoting stability or generating instability (Kanai et al., 2011). This suggests different
top-down biasing influences on perception.

information about its identity (this is my dog rather than any dog) resides in yet
another, to name but a few. The question of how these different streams of
information come back together (if at all) is not well understood, but may require
the involvement of non-visual processes related to attention (see Chapter 7).


http://www.michaelbach.de/ot/mot_enigma/index.html
http://www.michaelbach.de/ot/mot_enigma/index.html
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KEY TERMS

Structural descriptions
A memory representation
of the three-dimensional
structure of objects.

Apperceptive agnosia

A failure to understand
the meaning of objects
due to a deficit at the
level of object perception.

Associative agnosia
A failure to understand
the meaning of objects 1
due to a deficit at the ’
level of semantic

memory.

RECOGNIZING OBJECTS

For visual information to be useful it must make contact with knowledge that has
been accumulated about the world. There is a need to recognize places that have
been visited and people who have been seen, and to recognize other stimuli in the
environment in order to, say, distinguish between edible and non-edible substances.
All of these examples can be subsumed under the process of “object recognition.”
Although different types of object (e.g. faces) may recruit some different
mechanisms, there will nevertheless be some common mechanisms shared by all
objects, given that they are extracted from the same raw visual information.
The figure below describes four basic stages in object recognition that,
terminology aside, bear a close resemblance to Marr’s (1976) theory of vision:

The earliest stage in visual processing involves basic elements such as edges
and bars of various lengths, contrasts and orientations. This stage has already
been considered above.

2. Later stages involve grouping these elements into higher-order units that code
depth cues and segregate surfaces into figure and ground. Some of these
mechanisms were first described by the Gestalt psychologists and are
considered below. It is possible that this stage is also influenced by top-down

Object

Y Y ; Y

Jr_I

Edge grouping
by collinearity

l

Apperceptive Feature binding into shapes
agnosias Multiple shape segmentation

—

¢_J

Structural description .

system
Associative
agnosias
Semantic system

l

Name representations

Motion Color Form Depth
features features features features

View normalization

information based on stored knowledge. These

visual representations, however, represent objects

according to the observer’s viewpoint and object
constancy is not present.

3. The viewer-centered description is then
matched onto stored three-dimensional
descriptions of the structure of objects
(structural descriptions). This store is often
assumed to represent only certain viewpoints
and thus the matching process entails the
computation of object constancy (i.e. an
understanding that objects remain the same
irrespective of differences in viewing condi-
tion). There may be two different routes to
achieving object constancy, depending on
whether the view is “normalized” by rotating
the object to a standard orientation.

4. Finally, meaning is attributed to the stimulus
and other information (e.g. the name)
becomes available. This will be considered
primarily in Chapter 11.

Disorders of object recognition are referred to as
visual agnosia, and these have been traditionally
subdivided into apperceptive agnosia and
associative agnosia, depending on whether the
deficit occurs at stages involved in perceptual

A simple model of visual object recognition.
From Riddoch and Humphreys, 2001.
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processing or stages involving stored visual memory representations (Lissauer,
1890). This classification is perhaps too simple to be of much use in modern
cognitive neuroscience. Models such as the one of Riddoch and Humphreys
(2001) acknowledge that both perception and the stored properties of objects can
be broken down into even finer processes. It is also the case that most
contemporary models of object recognition allow for interactivity between
different processes rather than discrete processing stages. This is broadly consistent
with the neuroanatomical data (see earlier) of connections between early and late
visual regions and vice versa.

Parts and wholes: Gestalt grouping principles

In the 1930s, Gestalt psychologists identified a number of principles that explain
why certain visual features become grouped together to form perceptual wholes.
These operations form a key stage in translating simple features into three-
dimensional descriptions of the world, essential for object recognition. The process
of segmenting a visual display into objects versus background surfaces is also
known as figure—-ground segregation. The Gestalt approach identified five basic
principles to account for how basic visual features are combined:

1. The law of proximity states that visual elements are more likely to be grouped
if they are closer together. For example, the dots in (a) in the figure tend to
be perceived as three horizontal lines because they are closer together
horizontally than vertically.

2. The law of similarity states that elements will be grouped together if they share
visual attributes (e.g. color, shape). For example, (b) tends to be perceived
as vertical columns rather than rows, because elements in columns share both
shape and color.

3. The law of good continuation states that edges are grouped together to avoid
changes or interruptions; thus, (c¢) is two crossing lines rather than > and <.

(

(a) (b)

(<) (d)

KEY TERM

Figure-ground
segregation

The process of
segmenting a visual
display into objects
versus background
surfaces.

The Gestalt principles of

(a) law of proximity, (b) law
of similarity, (c) law of good
continuation, and (d) law of
closure.
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4. The law of closure states that missing parts are “filled in”; thus (d) has circular
properties in spite of the gap. This law, and the previous one, is important
for recognizing objects that are partly occluded.

5.  The law of common fate states that elements that move together tend to be
grouped together. A good example of this comes from studies of biological
motion perception (e.g. Johansson, 1973). Light points attached to bodily
joints are perceived as movement of a single human figure when viewed in
the dark.

Perceptual grouping occurs at multiple levels within the visual hierarchy (and via
interactions between those levels). For instance, grouping of light points based
on the known structure and dynamics of the human body occurs only at later stages
of visual processing, in this case in the superior temporal sulcus (Grossman et al.,
2000). In other instances, there is evidence of grouping effects at the earliest stages
of visual processing. Cells in V1 tuned to particular orientations fire more when
these orientations are part of the figure than the ground as shown by animal single-
cell electrophysiology (Lamme, 1995). Human fMRI shows that V1 as well as
higher visual regions are sensitive to the law of good continuation (Altmann
et al., 2003). In general, whether grouping occurs early or late will depend on the
nature of the stimulus and the extent to which it depends on stored knowledge of
objects (e.g. shape of the human body) or less specific knowledge (e.g. the general
properties of surfaces, such as occlusion).

Case HJA: seeing the parts but not the whole

Perhaps the most detailed study of visual agnosia in the literature is case HJA,
which was reported in a number of studies by Humphreys, Riddoch and colleagues
(Humphreys & Riddoch, 1987; Riddoch et al., 1999). HJA was a businessman
who suffered a bilateral stroke that left him with severe difficulties in recognizing
objects, but with preserved sensory discriminations of length, orientation, and
position. A number of tests conducted on HJA support the conclusion that he
has difficulty in integrating parts into wholes—a type of apperceptive agnosia
on the simple model on p. 120. The evidence in support of this interpretation is

HJA’s spared abilities HJA’s impaired abilities

* He is able to copy drawings of * He is unable to recognize pictures, but
objects that he cannot recognize, gives a reasonable description of their
suggesting that he can “see” them parts. For example, when shown a
at some level. carrot: “The bottom point seems solid

and the other bits are feathery. It does
not seem logical unless it is some sort

of brush.”

* He is able to draw objects from * When shown degraded pictures he does
memory, suggesting that he can not benefit from Gestalt principles in the
access structural descriptions from same way as other people do (Boucart
memory, but not vision. & Humphreys, 1992).

* He is able to recognize objects from * He is unable to perform an object
modalities other than vision and has decision task in which “novel” objects
good verbal knowledge about them. are created by recombining the parts of

real objects.
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Spared Impaired

Deciding if objects are real or not

W2 Off

Naming of objects (e.g. carrot)

Copying from a picture

summarized in the table below. These results support the conclusion that HJA has
difficulties in using perceptual grouping mechanisms to translate his intact
perception of lines into more complex visual descriptions required to access
stored knowledge. His visual system does not permit him to take advantage of
Gestalt-based grouping mechanisms that support normal object recognition.
Humphreys and Riddoch have termed this integrative agnosia. It isn’t the case
that no grouping at all occurs. There is evidence that local contours may be grouped
together, for instance, based on the Gestalt principle of continuation (Giersch
et al., 2000). This is consistent with the claim that some forms of grouping, and
figure—ground segmentation, occur at earlier stages in the visual stream (with these
stages largely spared in HJA).

Accessing structural descriptions: object constancy

One of the most important aspects of object recognition is to be able to recognize
an object across different viewpoints and different lighting conditions—this is
termed object constancy. It is generally agreed that object constancy is brought
about by matching the constructed visual representation with a store of object
descriptions in memory that carry information about the invariant properties of
objects. One suggestion is that the brain stores only structural descriptions in the
usual or canonical view, such that the principal axis is in view. Indeed, naming
times for objects presented in usual views are faster (Palmer et al., 1981). Clinical
tests of object constancy typically involve identifying (i.e. naming) objects drawn
from different angles, or matching together different instances of the same object.

A number of different ways in which this matching to memory process might
occur have been put forward. Some researchers have argued that object constancy
is achieved by matching features or parts of objects to structural descriptions
(Biederman, 1987; Warrington & Taylor, 1973). Others have argued that the most
important mechanism is more holistic and involves extracting the principal axis
of an object (Marr & Nishihara, 1978). For example, if the principal axis of a

HJA is impaired at deciding if
objects are real or made up
and naming objects.
However, he can copy
drawings and draw objects
from memory.

Adapted from Humphreys and

Riddoch, 1987 and Riddoch and
Humphreys, 1995.

KEY TERMS

Integrative agnosia

A failure to integrate parts
into wholes in visual
perception.

Object constancy

An understanding that
objects remain the same,
irrespective of differences
in viewing condition.
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KEY TERM

Object orientation
agnosia

An inability to extract the
orientation of an object
despite adequate object
recognition.

tennis racket is viewed from a foreshortened angle it is harder to recognize. Others
have suggested that both processes play a role (Humphreys & Riddoch, 1984;

Warrington & James, 1986). The latter seems the most plausible based on the

evidence reviewed below.

Some visual agnosic patients are able to recognize and name objects from
the usual view, but are impaired at recognizing objects presented in unusual views
(Humphreys & Riddoch, 1984; Warrington & Taylor, 1973). This typically occurs
after damage to the right parietal lobe, which has a particularly important role in
spatial processing. The parietal lobe may contain mechanisms that extract the
principal axis from an object and then rotate the object to a standard view, thus
facilitating matching. Patients with damage to this process would have to rely on
a mechanism that is independent of the way that the object is viewed. Thus, in

:-U'ﬁum‘l.m‘.mnm‘.

A test of object recognition that requires matching to an unusual

view.

From Riddoch & Humphreys, 1995.

Percent correct

100

80

Naming

Orientation

180° +90°
Orientation angle

-90°

these patients, the route drawn on the right of the
model on p. 120 is impaired and the one on the
left is spared. Other patients may have more subtle
damage to this route such that they do not appear
to be visually agnosic in tests of object naming or
matching, yet they are unable to decide on the
correct orientation for an object or even decide
whether two simultaneously presented objects
have the same orientation (Harris et al., 2001;
Turnbull et al., 2002). These striking cases of an
inability to extract the orientation of an object
despite adequate object recognition have been
given the name object orientation agnosia.
These patients appear to achieve object constancy
by using a view-independent route that does not
extract the orientation (or principal axis) of
objects.

An alternative account for the advantage of
usual views is that these are more familiar and
have more robust neural representations (Karnath
et al., 2000; Perrett et al., 1998), rather than
suggesting two specialized routes. However,
recent functional imaging evidence would appear
to support the two-routes view, with different
hemispheres implicated in each. This evidence is
outlined below.

Neural substrates of object
constancy

The inferotemporal cortex (IT) takes its input
from the geniculostriate pathway and appears to

Patient EL with object orientation agnosia could produce
the names of items presented in various orientations
(green bars), but could not correctly judge whether an
object was in its correct orientation (purple bars).

From Harris et al., 2001. © The MIT Press. Reproduced with
permission.
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code the type of information important for object constancy. For example, single-
cell recordings show that these cells respond to very specific object attributes, and
have large receptive fields that almost always cover the fovea and typically extend
to both hemifields (Gross, 1992; Gross et al., 1972). Thus, the neurons tend to
code for specific visual information but are less concerned with the location of
the object—an ideal condition for computing object constancy.

An fMRI study used pairs of stimuli of the same object that differed in size,
viewpoint, or exemplar in a similar vein to the clinical tests of object constancy
discussed above (Vuilleumier ef al., 2002a). The logic behind the experiment is
that the response of neurons tends to decrease over time if the same stimulus is
repeated (priming). Thus, one can correlate reductions in fMRI signal with
repetition of particular object attributes (i.e. whether “same” refers to the same
viewpoint, the same size or the same type of object). It was found that the left
inferotemporal (or fusiform) region responds irrespective of viewpoint or size,
whereas viewpoint (but not size) was important for the comparable region in the
right hemisphere. This is convincing evidence that there are at least two routes to
object constancy—one that is sensitive to viewpoint and one that is not.

Other research using fMRI repetition priming confirms viewpoint-insensitive
regions within inferotemporal cortex, but also finds regions within the parietal
lobes that are sensitive to object viewpoint but not to object identity (Valyear
et al., 2006). The latter may enable acting upon objects.

Category specificity in visual object recognition?

It has already been suggested that higher visual areas of the brain may be
specialized for processing particular visual attributes such as color and motion.
But are there higher visual areas of the brain that are specialized for recognizing
different categories of object such as animals, faces, places, words and bodies?
Chapter 1 outlined Fodor’s (1983) theory that many cognitive functions are
carried out by domain-specific modules. The term “domain-specific” refers to the
fact that the module is hypothesized to process one, and only one, type of
information (e.g. there may be a module that processes faces but not other types
of stimuli). Evidence in favor of this strong position has been mustered from
dissociations of spared and impaired performance in the recognition of different
classes of object, and from the observation that different regions of the brain are
optimized for responding to certain classes of stimuli. The notion that the brain
represents different categories in different ways is termed category specificity.
A parallel debate exists in the literature concerning whether the semantic
representation of objects is represented categorically (see Chapter 11), as well as
for the structural descriptions of objects. The alternative to the domain-specific
hypothesis is that different categories of stimuli require somewhat different
kinds of processing (e.g. words are recognized by parts, and faces recognized
holistically), and that such differences may be relative rather than absolute.

This chapter discusses the domain-specific hypothesis with regards to faces;
Chapter 12 discusses a similar proposal with regards to recognizing visual words
(Dehaene et al., 2002; Petersen et al., 1990). However, it is worth noting that
functional imaging studies have identified other regions that appear to be relatively
specialized for the visual recognition of particular categories. These include
the parahippocampal place area (PPA), which responds to scenes more than

KEY TERM

Category specificity
The notion that the brain
represents different
categories in different
ways (and/or different
regions).
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Expression View-centered
analysis descriptions
Structural
encoding
Facial Expression-
speech independent
analysis descriptions
Directed Face
visual recognition
‘ processing units
Person
identity
nodes
Cognitive
system
- : Name
generation

objects (Epstein & Kanwisher, 1998), and the
extrastriate body area (EBA), which responds to
the human body more than to faces, scenes or
objects (Downing et al., 2001). Although these
studies argue in favor of some degree of category
specificity, it is unclear whether they support
domain-specificity in the strong form (i.e. that the
regions are only involved in recognizing stimuli
from one category). The strongest evidence for
domain specificity in object recognition so far has
come from face processing, and this is considered
next.

RECOGNIZING FACES

Although faces are a type of visual object like any
other, there is some reason to believe that the
process of face recognition may be different from
other aspects of object recognition. First of all, the
goal in face recognition is normally to identify one
particular face (e.g. “that is Barack Obama!”)
rather than categorizing a face as such (e.g. “that
visual object is a face!”). Second, researchers have
suggested that faces might be “special” either
because of the type of processing they require or
because they are a distinct category. Although

there is good evidence to suggest that faces do

The Bruce and Young (1986) model of face recognition.

From Parkin, 1996.

KEY TERMS

Face recognition units
(FRUs)

Stored knowledge of the
three-dimensional
structure of familiar
faces.

Person identity nodes
(PINs)

An abstract description of
people that links together
perceptual knowledge
(e.g. faces) with semantic
knowledge.

have a different neural substrate from most other
objects and can be disproportionately spared or
impaired, the reasons why this is so remain a
matter of controversy.

Models of face processing

Bruce and Young (1986) proposed a cognitive model of face recognition that has
largely stood the test of time. They assume that the earliest level of processing
involves computation of a view-dependent structural description, as postulated for
object recognition more generally. Following this, a distinction is made between
the processing of familiar and unfamiliar faces. Familiar faces are recognized
by matching to a store of face-based structural descriptions (which they term
face recognition units). Following this, a more abstract level of representa-
tion, termed person identity nodes, accesses semantic (e.g. their occupation)
and name information about that individual. A separate route (termed directed
visual processing) was postulated to deal with unfamiliar faces. A number of
other face-processing routes are postulated to occur in parallel to the route involved
in recognizing familiar people. Evidence from neurological patients suggests
that recognition of emotional expression, age, and gender is independent of
familiar face recognition (Tranel et al., 1988; for electrophysiological data, see
Hasselmo et al., 1989), as is the ability to use lip-reading cues (Campbell et al.,
1986).
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Core system
Visual analysis

Superior temporal
sulcus
Changeable aspects of
faces - perception of
eye gaze, expression
and lip movement

/

Inferior occipital gyri
Early perception
of facial features

N\

Lateral fusiform
gyrus (FFA)
Invariant aspects of
faces — perception
of unique identity

Intraparietal sulcus
/ Spatially directed attention

Auditory cortex
Prelexical speech perception

\ Amygdala, insula, limbic system
Emotion

Anterior temporal
== Personal identity, name and
biographical information

KEY TERMS

Extended system

Further processing with

other neural systems Fusiform face area

(FFA)

An area in the inferior
temporal lobes that
responds more to faces
than other visual objects,
and is implicated in
processing facial identity.

The model of Haxby et al. (2000) divides the neural substrates of face processing into a
number of core mechanisms (relatively specialized for faces) and an extended system in
which face processing makes contact with more general cognitive mechanisms (e.g.

concerning emotion, language, action).

The model of Haxby et al. (2000) presents a neuroanatomically inspired
model of face perception that contrasts with the purely cognitive account offered
by Bruce and Young (1986). In their model, Haxby et al. (2000) consider the

core regions involved in face perception to lie
in the fusiform gyrus in humans (corresponding
to the inferotemporal cortex identified in primates)
and the superior temporal sulcus. The so-called
fusiform face area (FFA) is assumed to be in-
volved in recognizing familiar faces. The superior
temporal sulcus (STS) is assumed to process
dynamic aspect of faces (such as expression, and
lip and gaze movements) that is common to
familiar and unfamiliar faces alike. They also
identify an “extended system” to denote other
areas of the brain that receive inputs from the core
face perception system but are not essential for
face perception (e.g. regions supporting semantic
knowledge of people).

Evidence that faces are special

The Bruce and Young (1986) model has a number
of similarities with models of object recognition,
including distinctions between “apperceptive”
and “associative” stages, and distinctions between
view-independent and view-dependent codes.

Approximate location of the fusiform face area in the right
hemisphere, viewed from the back.
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KEY TERMS

Prosopagnosia
Impairments of face
processing that do not
reflect difficulties in early
visual analysis (also used
to refer to an inability to
recognize previously
familiar faces).

Categorical perception
The tendency to perceive
ambiguous or hybrid
stimuli as either one thing
or the other (rather than
as both simultaneously or
as a blend).

However, in other respects faces may differ from other objects. Broadly speaking,
two lines of evidence have been presented to back up the claim. First, that faces
have a distinct neural substrate; second (and related to the first), that faces can
thus be selectively impaired.

Impairments of face processing that do not reflect difficulties in early visual
analysis are termed prosopagnosia (Bodamer, 1947). The term prosopagnosia
is also sometimes used specifically to refer to an inability to recognize previously
familiar faces. As such, care must be taken to describe the putative cognitive
mechanism that is impaired rather than relying on simple labeling. The case study
reported by De Renzi (1986) had profound difficulties in recognizing the faces of
people close to him, including his family, but could recognize them by their voices
or other non-facial information. He once remarked to his wife: “Are you [wife’s
name]? I guess you are my wife because there are no other women at home, but
I want to be reassured.” In contrast, the patient could perform perceptual matching
tests involving faces normally. Within the Bruce and Young (1986) model, his
deficit would be located at the face recognition unit stage. The patient’s ability to
recognize and name other objects was spared.

The FFA responds to faces more than other stimuli, including bodies, and
may be particularly important for recognizing known faces (Kanwisher et al.,
1997; Kanwisher & Yovel, 2006). It is for this reason that Kanwisher and
colleagues have suggested that this is a strong candidate for domain-specificity
(i.e. contains neurons that process only one particular kind of information). The
FFA is found bilaterally, with a generally more robust response on the right.
The region shows fMRI adaptation (reduced BOLD signal on repeated presenta-
tions) when the same face is repeated even if physical aspects of the image changes
(see Kanwisher & Yovel, 2006). Unlike earlier regions in the occipital gyrus, that
also demonstrate some face specificity, the FFA demonstrates categorical
perception. Categorical perception refers to the tendency to perceive ambiguous
or hybrid stimuli as either one thing or the other (rather than as both simultaneously
or as a blend). Rotshtein et al. (2005) studied this using morphed images of
Margaret Thatcher and Marilyn Monroe in an fMRI adaptation study. Physical
differences in the image only affect fMRI adaptation when the participants’
percept of the ambiguous face flips between Thatcher and Monroe.

Why are faces special?

This section considers four accounts of why faces might be special. These accounts
are not necessarily mutually exclusive and there might be several factors that
contribute.

Task difficulty

Faces are complex visual stimuli that are very similar to each other (e.g. they all
consist of mouth, nose, eyes, etc.), so are faces special simply by virtue of added
task difficulty relative to other kinds of objects? A number of reports of patients
with visual agnosia without prosopagnosia would appear to speak against this
view (Rumiati et al., 1994). Farah et al. (1995a) attempted to address the issue
of task difficulty directly by creating an object recognition task (using spectacle
frames) of comparable difficulty to a face recognition task in controls (both
tasks performed at 85 percent correct). They found that their prosopagnosic
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participant, LH, was impaired on the face task (62 percent), but not the frames
task (92 percent), ruling out a task-difficulty explanation.

Part-based compared with holistic perceptual processing

Perhaps faces are treated differently from other types of object because they require
a special type of processing, rather than being special because they are faces as
such. The most influential theory along these lines has been proposed by Farah
(1990; Farah et al., 1998). Her thesis is that all object recognition lies on a
continuum between recognition by parts and recognition by wholes. Recognition
of faces may depend more on holistic processing, whereas recognition of written
words may depend on more part-based processing (e.g. identifying the sequence
of letters in the word); recognition of most other objects lies somewhere in
between. Farah’s initial source of evidence came from a meta-analysis of cases
with visual agnosia, prosopagnosia, and difficulties in visual word recogni-
tion (pure alexia; see Chapter 12). She found no convincing cases of isolated
object agnosia (without prosopagnosia or alexia) or prosopagnosia with alexia
(without object agnosia), supporting the claim that these lie on a continuum (Farah,
1990).

Subsequent to this, there have been reported cases of isolated object agnosia
without prosopagnosia or alexia (Humphreys & Rumiati, 1998; Rumiati et al.,
1994), isolated object agnosia and alexia without prosopagnosia (Moscovitch
et al., 1997), and prosopagnosia and alexia without object agnosia (De Renzi &
di Pellegrino, 1998). These cases support an alternative view in which there are
separate stores of structural descriptions for objects, faces, and words rather
than a continuum between two types of underlying perceptual processes (but see
Farah, 1997).

Evidence from human fMRI (Harris & Aguirre, 2008) and monkey electro-
physiology (Freiwald et al., 2009) suggests that face-selective regions of the cortex
respond to both whole faces and face parts.

Early visual Early visual
processing processing
Later visual processing Feature integration and coding
Part-based ‘ Holistic /ofedge and surface&emes
. . b Visual lexicon Structural Face recognition
Words Objects Faces (familiar words) descriptions units
Single store of structural information e O? (familiar faces)
Semantic knowledge SEMETIE e e

In Farah’s model, differences between recognition of words, objects, and faces reflects different weightings of part-based
versus holistic perception (left). Other models have suggested, on the basis of dissociations between object agnosia,
prosopagnosia, and alexia, that there may be separate stores of structural knowledge for these categories (right).
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Visual expertise at within-category discrimination

A somewhat different account from that of Farah has been put forward principally
by Gauthier and colleagues (Diamond & Carey, 1986; Gauthier & Logothetis,
2000; Gauthier & Tarr, 1997; Gauthier ef al., 1999). Their account has two key
elements: (1) that faces require discrimination within a category (between one face
and another), whereas most other object recognition requires a superordinate level
of discrimination (e.g. between a cup and comb); and, consequently, that (2) we
become “visual experts” at making these fine within-category distinctions through
prolonged experience with thousands of exemplars. Like Farah’s explanation, this
account assumes that faces are special because of processing demands rather than
because faces are a domain-specific category.

The evidence for this theory comes from training participants to become visual
experts at making within-category discriminations of non-face objects, called
“Greebles.” As participants become experts they move from part-based to holistic
processing, as has often been proposed for faces (Gauthier & Tarr, 1997).
In addition, they have shown that Greeble experts activate the FFA (Gauthier
et al., 1999), and similar findings have been reported for experts on natural
categories such as cars (McGugin et al., 2012). In addition, Greeble recognition
has a characteristic N170 ERP signal normally only found for faces (Rossion
et al., 2002). Gauthier and Logothetis (2000) reported similar training studies in
monkeys and found that certain cells (claimed to be analogous to face cells)
became sensitive to the whole configuration after training even though non-facial
stimuli were used.

Faces are a distinct category

Although it might indeed be the case that faces make different processing
demands on certain perceptual mechanisms relative to other classes of stimuli,
there is some evidence to suggest that these accounts are not sufficient to explain
the whole picture. Some have argued that what is
additionally required is the assumption that faces

MALES

FEMALES

FAMILY 1 FAMILY2 FAMILY3 FAMILY4 FAMILY5 really are a distinct category and are represented

as such in the adult brain. For example, there is

evidence of dissociations between faces and other
expert categories from ERP studies (Carmel &
Bentin, 2002) and human neuropsychology
(McNeil & Warrington, 1993; Sergent & Signoret,

1992). Sergent and Signoret (1992) reported a

prosopagnosic patient, RM, who had a collection
of over 5,000 miniature cars. He was unable to
identify any of 300 famous faces, or the face
of himself or his wife, or match unfamiliar faces

Examples of “Greebles.” Greebles can be grouped into two
genders and come from various families. To what extent does

across viewpoints. Nevertheless, when shown
210 pictures of miniature cars he was able to
give the company name, and for 172 he could give

discriminating against Greebles resemble discriminating against the model and approximate year of manufacture.

faces?

Thus, although the FFA may tend to represent

Images provided courtesy of Michael J. Tarr (Carnegie Mellon University, within-category exemplars (Gauthier et al., 2000),

Pittsburgh), see www.tarrlab.org.

there could still be scope for finer-grained


http://www.tarrlab.org
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categorical dissociations. McNeil and Warrington (1993) reported patient WJ, who
was unable to distinguish previously familiar faces from unfamiliar ones.
Following his stroke, he acquired a flock of 36 sheep, which testing revealed that
he could distinguish from unfamiliar sheep. This case was taken to support the
view that faces are a special category independent of the type of perceptual
processing, but skeptics may argue that the sheep recognition task could be
performed in different ways (e.g. recognizing markings rather than holistic
configuration) or that the level of expertise is not matched (e.g. 36 sheep versus
many thousands of faces).

Evaluation

There is good evidence to suggest that face recognition can be spared or impaired
relative to the recognition of other objects. To account for this, it might be
necessary to assume that faces engage different types of perceptual mechanism
related to holistic versus part-based processing and might require expert within-
category discriminations. Whereas these accounts might be necessary to explain
the data, they might not be sufficient. There remains some evidence to suggest
that there is indeed a separate store of structural descriptions for familiar faces.

What is wrong with this face? Turn it upside
down and have a look. In the so-called
Thatcher illusion the holistic configuration of
the face, in its inverted orientation, disrupts
the ability to detect local anomalies in the
stimulus such as an inversion of the eyes
and mouth (Thompson, 1980). The success
of the illusion is based on two properties of

You should recognize this face instantly even if it is upside
the face recognition system. First, that faces  down. But what is wrong with the image? Tum it the right way

usually have an upright orientation and may U to find out.
be stored in the brain as such. This explains From Thompson, 1980. © Pion Limited, London. Reproduced with

. . ) permission.
why the anomaly is detected upon inversion.

Second, that faces are processed largely on the basis of surface features and global shape rather
than piecemeal from parts.

For most adults, inverted faces are much harder to identify (Yin, 1969). But, prosopagnhosic
patients such as LH may show no advantage of upright over inverted faces, suggesting this
information is lost (Farah et al., 1995b). Greeble experts tend to show an advantage for processing
upright Greebles (Gauthier & Tarr, 1997). Infants show a preference for a “top heavy” configuration
of facial features from birth but, beyond that, do not have a strong preference for how the parts
themselves are oriented (Macchi Cassia et al., 2004).
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VISION IMAGINED

Close your eyes and imagine a horse galloping left-to-right through a green field
and jumping over a fence. To what extent is this “visual imagery” task achieved
by using the same mechanisms used to visually perceive objects, color, move-
ment, and so on? At one extreme, imagining scenes such as these may not use
any of the same mechanisms as seeing. But why would the brain develop separate
mechanisms for seeing a horse and imagining the visual appearance of one? At
the other extreme, imagining scenes could use exactly the same mechanisms as
visual perception. This, of course, raises the question of how it is possible to
distinguish between perception and imagination at all, and what prevents us from
lapsing into hallucinatory delirium. As is often the case, the truth may lie
somewhere between these extreme viewpoints.

A number of case studies have supported the conclusion that difficulties in
visual imagery parallel difficulties in visual perception, such that selective
impairments of color, objects, space, and so on tend to be found both in perception
and in mental imagery. For example, Levine et al. (1985) document two patients.
The first patient had both prosopagnosia and achromatopsia. This was
accompanied by an inability to imagine previously known faces or the colors of
objects. The other patient was impaired in spatial aspects of vision (e.g. poor
visually guided reaching—optic ataxia). This was accompanied by difficulties in
spatial imagery (e.g. poor descriptions of routes). Beauvois and Saillant (1985)
also report a patient who could not imagine colors, given visual imagery strategies
(e.g. “imagine a beautiful snowy landscape—what color is the snow?”), but could
retrieve color “facts” from non-perceptual long-term memory (e.g. “what do
people say when asked what color snow is?”).

In contrast to these studies showing close imagery—perception parallels,
Behrmann et al. (1994) report a study of patient CK that suggests that visual
imagery and visual perception can be dissociated. CK was unable to recognize or
name objects from vision, although he could recognize them by other means (e.g.
touch), and a number of studies suggested that, like HJA, he had integrative
agnosia. In contrast to his poor object recognition he could produce detailed

drawings of objects from memory and describe

IMAGERY

the visual appearance of objects. This imagery—
perception dissociation can be accounted for by

\fi?-:gl assuming that CK has access to object structural

processing descriptions top-down (i.e. from memory) but

not bottom-up (i.e. from visual perception).

Similar findings were initially reported for HJA

Feature integration and coding (Humphreys & Riddoch, 1987). However, a sub-

of edge and s-{rjace properties

#

Structural descriptions
(familiar objects)

sequent study on HJA some 16 years later suggests
that caution is warranted in postulating a strong
separation of vision and imagery (Riddoch et al.,
1999). Although HJA could initially draw

3
CK and HJA

PERCEPTION

Imagery may involve some of the same structures as

Semantic knowledge

perception, but activated in the reverse (“top-down”)
direction. CK and HJA can use intact knowledge of object
structure to perform the imagery task despite poor
perceptual integration. But does imagery need to go
back as far as early visual processing in V1?
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accurately from memory, this ability receded over time (but his memory, in
general, remained intact). Presumably, visual input is needed to maintain the struc-
tural descriptions over longer periods of time.

The studies above suggest that visual imagery for properties such as color
and object shape is normally related to the ability to perceive those characteristics,
although the two may occasionally be disconnected. A more controversial claim
that has been made about mental imagery is that the primary visual cortex (V1)
is necessary for it (Kosslyn et al., 1995; 1999; 2001). Kosslyn et al. (1995)
compared an imagery condition of visualizing objects of different sizes relative
to a non-imagery baseline. They found that there was activity in V1 and, moreover,
that the locus of activity was related to the size of the imagined stimulus. (Recall
that V1 is retinotopically organized so that images that cover a large area on the
retina will cover a large area on V1.) To establish the functional necessity of V1
for imagery, Kosslyn et al. (1999) conducted a TMS study on participants who
were making imagery judgments about a previously learned array of line gratings
(e.g. parallel lines of different width, length, and orientation). They found that
TMS over V1 did indeed disrupt mental imagery.

How is it possible to reconcile the finding of Kosslyn and colleagues,
suggesting that early perceptual processes are important for imagery, with other
studies suggesting that later visual processes (e.g. those supporting color or object
recognition) are the critical ones? The solution may lie in considering the content
of the images. Kosslyn’s experiments involved imagery for lines and retinal size
for which V1 may be important, whereas other studies involved imagery for faces,
objects, spatial location and colors, which are less likely to depend on V1 when
activated top-down. Thus, the extent to which different perceptual regions are
involved in imagery may be related to the different content of what is being
imagined.

SUMMARY AND KEY POINTS OF THE CHAPTER

* The primary visual cortex (V1) contains a spatial map based on the
retinal image and detects edges and boundaries within the visual
scene.

* The primary visual cortex may be necessary for conscious awareness
of vision. Damage to this area can lead to a condition called
blindsight, in which conscious experiences of vision are abolished,
although some visual processing in the “blind” regjon is still computed
by routes that bypass V1.

* Later visual regions are specialized for analyzing particular visual
attributes such as color (area V4) and motion (area V5/MT).

* The ability to recognize objects from a wide variety of views (object
constancy) may arise from matching visual features to a stored
representation of objects or from mentally rotating the seen object to
a standard viewpoint. Basic categorical recognition of objects
implicates inferotemporal processing, whereas recoghizing the
orientation may involve the parietal lobes.
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Attention is the process by which certain information is selected for further
processing and other information is discarded. Attention is needed to avoid
sensory overload. The brain does not have the capacity to fully process all the
information it receives. Nor would it be efficient for it to do so. As such, attention
is often likened to a filter or a bottleneck in processing (Broadbent, 1958). There
are some striking examples of this bottleneck in operation in the real world.
Although we have a sense that our visual field is uniformly rich and expansive,
research has shown that we often only attend to (and aware of) a small proportion
of it at any moment. If we were watching a game of basketball and a man in a
gorilla costume walked between the players, surely we would be aware of it? But
if our attention were drawn to one aspect of the game (such as counting the number
of passes), then there is a high probability (50 percent) that you would not notice
it (Simons & Chabris, 1999). This phenomenon is termed inattentional
blindness. A related phenomenon is change blindness, in which participants
fail to notice the appearance/disappearance of objects between two alternating
images separated with a brief blank screen (Rensink et al., 1997). Similarly,
people fail to notice when a person serving you in a shop briefly disappears from
view and another person reappears to continue the interaction (Simons & Levin,
1998). Although both of these examples are metaphorically labeled as “blindness”
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KEY TERMS

Attention

The process by which
certain information is
selected for further
processing and other
information is discarded.

Inattentional blindness
A failure to be aware of a
visual stimulus because
attention is directed away
from it.

Change blindness

A failure to notice the
appearance/disappearanc
e of objects between two
alternating images.

Salient

Any aspect of a stimulus

that, for whatever reason,
stands out from the rest.

Orienting

The movement of
attention from one
location to another.

Covert orienting
The movement of
attention from one
location to another
without moving the
eyes/body.

When concentrating on
counting the passes in
a basketball game,
many people fail to
notice the arrival of the
gorilla! This study shows
that our awareness of
the details of a visual
scene can be very
limited, particularly if
our attention is focused
on a demanding task.

they reflect the capacity limitations of our attentional systems rather than a
fundamental limitation of vision. Indeed functional imaging suggests an
involvement of parietal areas (lying outside the main visual system) in change
detection (Beck et al., 2001).

Whereas perception is very much concerned with making sense of the external
environment, attentional processes lie at the interface between the external
environment and our internal states (goals, expectations, and so on). The extent
to which attention is driven by the environment (our attention being grabbed, so-
called bottom-up) or our goals (our attention being sustained, so called top-down)
can vary according to the circumstances. In most cases both forces are in operation
and attention can be construed as a cascade of bottom-up and top-down influences
in which selection takes place.

SPATIAL AND NON-SPATIAL
ATTENTIONAL PROCESS

Cycle continues
until observer

responds or
60s elapse

In terms of visual attention, one of the most
pervasive metaphors is to think about attention in
terms of a spotlight. The spotlight may highlight
a particular location in space (e.g. if that location

contains a salient object). It may move from one
location to another (e.g. when searching) and it
may even zoom in or out (La Berge, 1983). The
locus of the attentional spotlight need not
necessarily be the same as the locus of eye
fixation. It is possible, for example, to look straight
ahead while focusing attention to the left or right
when metaphorically “looking out of the corner of

In change detection tasks, two different images alternate quickly
(with a short blank in between). Participants often appear “blind”
to changes in the image (here, the height of the wall) and this is
linked to limitations in attentional capacity.

one’s eyes.” However, there is a natural tendency
for attention and eye fixation to go together
because visual acuity (discriminating fine detail)
is greatest at the point of fixation. Moving the
focus of attention is termed orienting and is
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conventionally divided into covert orienting
(moving attention without moving the eyes or
head) and overt orienting (moving the eyes or
head along with the focus of attention). It is
important not to take the spotlight metaphor too
literally. For example, there is evidence to suggest
that attention can be split between two non-
adjacent locations without incorporating the
middle locations (Awh & Pashler, 2000). The
most useful aspects of the spotlight metaphor are
to emphasize the notion of limited capacity (not
everything is illuminated), and to emphasize the
typically spatial characteristics of attention.
However, there are non-spatial attentional pro-
cesses too as described later.

Posner described a classic study to illustrate
that attention operates on a spatial basis (Posner,
1980; Posner & Cohen, 1984). The participants
were presented with three boxes on the screen in
different positions: left, central, and right. The
task of the participant was simply to press a button
when they detected a target in one of the boxes.
On “catch trials” no target appeared. At a brief
interval before the onset of the target, a cue would
also appear in one of the locations such as an
increase in luminance (a flash). The purpose of the
cue was to summon attention to that location. On
some trials the cue would be in the same box as
the target and on others it would not. As such, the cue is completely uninformative
with regards to the later position of the target. When the cue precedes the target
by up to 150 ms, participants are significantly faster at detecting the target at that
location. The cue captures the attentional spotlight and this facilitates subsequent
perceptual processing at that location. At longer delays (above 300 ms) the reverse
pattern is found: participants are slower at detecting a target in the same location
as the cue. This can be explained by assuming that the spotlight initially shifts to
the cued location, but if the target does not appear, attention shifts to another
location (called “disengagement”). There is a processing cost in terms of reaction
time associated with going back to the previously attended location. This is called
inhibition of return.

How does the spotlight know where to go? Who controls the spotlight? In the
Posner spatial cueing task, the spotlight is attracted by a sudden change in the
periphery. That is, attention is externally guided and bottom-up. This is referred to
as exogenous orienting. However, it is also possible for attention to be guided,
to some degree, by the goals of the perceiver. This is referred to as endogenous
orienting. As an example of this, La Berge (1983) presented participants with words
and varied the instructions. In one instance, they were asked to attend to the central
letter and on another occasion they were asked to attend to the whole word. When
attending to the central letter participants were faster at making judgments about
that letter but not other letters in the word. In contrast, when asked to attend to the
whole word they were faster at making judgments about all the letters. Thus, the

Attention has been likened to a spotlight that highlights certain
information or a bottleneck in information processing. But how do
we decide which information to select and which to ignore?

KEY TERMS

Overt orienting

The movement of
attention accompanied by
movement of the eyes or
body.

Inhibition of return

A slowing of reaction time
associated with going
back to a previously
attended location.

Exogenous orienting
Attention that is externally
guided by a stimulus.

Endogenous orienting
Attention is guided by the
goals of the perceiver.
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Participants initially fixate at the central box. A brief cue then appears as a brightening of one of the peripheral boxes. After a
delay (called the “stimulus onset asynchrony,” or SOA), the target then appears in the cued or uncued box. Participants are
faster at detecting the target in the cued location if the target appears soon after the cue (facilitation) but are slower if the
target appears much later (inhibition).

KEY TERM

Visual search
A task of detecting the

presence or absence of a

specified target object in
an array of other
distracting objects.

attentional focus can be manipulated by the demands of the task (i.e. top-down).
Another commonly used paradigm that uses endogenous attention is called visual
search (Treisman, 1988). In visual search experiments, participants are asked to
detect the presence or absence of a specified target object (e.g. the letter “F”) in an
array of other distracting objects (e.g. the letters “E” and “T”). As discussed in more
detail later, visual search is a good example of a mix of bottom-up processing
(perceptual identification of objects and features) and top-down processing (holding
in mind the target and endogenously driven orienting of attention).

Examples of non-spatial attention mech-

anisms include object-based attention and time-
based/temporal (not to be confused with temporal
lobes) attentional processes. With regards to
object-based attention, if two objects (e.g. a house
and a face) are transparently superimposed in the
same spatial location then participants can still
selectively attend to one or the other. This has
consequences for neural activity—the attended
object is linked to a greater BOLD response in its
corresponding brain region given that extrastriate
visual cortex contains regions that respond
differently to different stimuli (O’Craven et al.,
1999). So attending to a face will activate the
fusiform face area, and attending to a house will

Do you see a face or a house? The ability to shift
between these percepts is an example of object-based
attention.

From Kanwisher & Wojciulik, 2000.
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activate the parahippocampal place area even though both objects are in the same
spatial location. It also has consequences for cognition: for instance, the unattended
object will be responded to more slowly if it now becomes task-relevant (Tipper,
1985). With regards to Posner-style cueing tasks, research has shown that
inhibition of return is partly related to the spatial location itself and partly related
to the object that happens to occupy that location (Tipper et al., 1991). If the object
moves, then the inhibition can also move with the object rather than remaining
entirely at the initial location.

The best example of attention also operating in a temporal domain comes
from the attentional blink (Dux & Marois, 2009; Raymond ef al., 1992). In the
attentional blink paradigm, a series of objects (e.g. letters) are presented in rapid
succession (~10 per second) and in the same spatial location. The typical task is
to report two targets that may appear anywhere within the stream which are

First Target
3 (T1)
5
First Target
(T2)
A
2
7

Chance performance

Probability of getting T2 correct,
given T1 correct

Frames (100 ms each)

KEY TERM

Attentional blink

An inability to report a
target stimulus if it
appears soon after
another target stimulus.

In the attentional blink
paradigm, there is a fast
presentation of stimuli and
participants are asked to
report which targets they saw
(e.g. reporting letters among
digits; “D and A” being the
correct answer in this
example). Participants fail to
report the second target
when it appears soon after
an initial target. The initial
target (T1) may take over our
limited attentional capacity
leading to an apparent
“blindness” of a subsequent
target (T2).
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KEY TERMS

Lateral intra-parietal
area (LIP)

Contains neurons that
respond to salient stimuli
in the environment and
are used to plan eye
movements.

Saccade
A fast, ballistic movement
of the eyes.

referred to as T1 and T2 (e.g. white letters among black; or letters among digits).
What is found is that participants are “blind” to the second target, T2, when it
occurs soon after the first target, T1 (typically 23 items later). This is believed
to reflect attention rather than perception because it is strongly modulated by the
task. The effect is found when participants are instructed to attend to the first target
but not when instructed to ignore it (Raymond et al., 1992).

THE ROLE OF THE PARIETAL LOBES IN
ATTENTION

This section considers the role of the parietal lobes (and to a lesser degree the
frontal lobes) in attention. The frontal lobes are considered in more detail elsewhere
with regards to action selection (Chapter 8), working memory (Chapter 9), and
executive functions (Chapter 14). The first part of this section considers mechan-
isms of spatial attention and how this relates to the notion of a “where” pathway.
The second part of the section considers hemispheric asymmetries in function
considering both spatial and non-spatial attention processes. The final part con-
siders the interplay between perception, attention, and awareness.

The “where” pathway, salience maps, and orienting
of attention

From early visual processing in the occipital cortex, two important pathways can
be distinguished that may be specialized for different types of information
(Ungerleider & Mishkin, 1982). A ventral route (or “what” pathway) leading into
the temporal lobes may be concerned with identifying objects. In contrast, a dorsal
route (or “where” pathway) leading in to the parietal lobes may be specialized for
locating objects in space. The dorsal route also has an important role to play in
attention, spatial or otherwise. The dorsal route also guides action toward objects
and some researchers also consider it a “how” pathway as well as a “where”
pathway (Goodale & Milner, 1992).

Single-cell recordings from the monkey parietal lobe provide important
insights into the neural mechanisms of spatial attention. Bisley and Goldberg
(2010) summarize evidence that a region in the

posterior parietal lobe, termed LIP (lateral intra-
parietal area), is involved in attention. This
region responds to external sensory stimuli (vision,
sound) and is important for eliciting a particular
kind of motor response (eye movements, termed

“ AWhere" saccades). Superficially then, it could be labeled

‘&Q ere ) 7 .

p as a sensorimotor association region. However, a
“What” closer inspection of its response properties reveals

how it may play an important role in attention.
First, this region does not respond to most visual
stimuli, but rather has a sparse response profile
such that it tends to respond to stimuli that are

Later stages of visual processing are broadly divided into two

unexpected (e.g. abrupt, unpredictable onsets) or

routes: a “what” pathway (or ventral stream) is involved in object relevant to the task. When searching for a target
perception and memory, whereas a “where” pathway (or dorsal in an array of objects (e.g. a red triangle), LIP
stream) is involved in attending to and acting upon objects. neurons tend to respond more strongly when the
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target lands in its receptive field than when a distractor (e.g. a blue square) does
(Gottlieb et al., 1998). So it isn’t related to sensory stimulation per se. Moreover,
sudden changes in luminance are a salient stimulus to these neurons (Balan &
Gottlieb, 2009), analogous to how luminance changes drive attention in the
Posner cueing task. As such, neurons in this region have characteristics associated
with both exogenous and endogenous attention. It has been suggested that area
LIP contains a salience map of space in which only the locations of the most
behaviorally relevant stimuli are encoded (e.g.Itti & Koch, 2001). This is clearly
reminiscent of the filter or spotlight metaphor of attention in cognitive models
that selects only a subset of information in the environment.

In addition to representing the saliency of visual stimuli, neurons in LIP also
respond to the current position of the eye (in fact, its responsiveness depends on
the two sources of information being multiplied together). This information can
be used to plan a saccade—i.e. overt orienting of attention. There is also evidence
that they may support covert orienting. Lesioning LIP in one hemisphere leads to
slower visual search in the contralateral (not ipsilateral) visual field even in the
absence of saccades (Wardak et al., 2004).

Spatial attention to sounds is also associated with activity in LIP neurons and
this can also be used to plan saccades (Stricanne et al., 1996). Thus, this part of
the brain is multi-sensory. In order to link sound and vision together on the same
salience map it requires the different senses to be spatially aligned or remapped.
This is because the location of sound is coded relative to the angle of the head/ears,
but the location of vision is coded (at least initially) relative to the angle of the
eyes. Some neurons in LIP transform sound locations to be relative to the eyes
so they can be used to plan saccades, instead of relative to the head/ears (Stricanne
et al., 1996).

In humans, using fMRI, presenting an arrow (an endogenous cue for spatial
orienting) is associated with brief activity in visual cortical regions followed by
sustained activity in posterior parietal lobes (including the likely homologue of

20° (L) 0° 20° (R) 20° (L) 0° 20° (R)

An example of an auditory neuron that responds to sounds that have been “remapped” into
eye-centered coordinates. These neurons are found in brain regions such as LIP and the
superior colliculus. This neuron responds to sounds about 20 degrees to the left of fixation
irrespective of whether the sound source itself comes from the left (left figure) or centre of
space (right figure). This enables orienting of the eyes to sounds.

From Stein & Stanford, 2008.

KEY TERMS

Salience map

A spatial layout that
emphasizes the most
behaviorally relevant
stimuli in the
environment.

Remapping

Adjusting one set of
spatial coordinates to be
aligned with a different
coordinate system.
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KEY TERM

Frontal eye field (FEF)
Part of the frontal lobes
responsible for voluntary
movement of the eyes.

area LIP) and a frontal region called the frontal eye field, FEF (Corbetta ef al.,
2000). This activity occurs irrespective of whether the required response is one
of covert orienting of attention, a saccade, or a pointing response (Astafiev et al.,
2003). That is, it reflects a general orienting of attention. It may also not be spatially
specific as a similar region is implicated in orienting attention between spatially
superimposed objects (Serences et al., 2004). Bressler et al. (2008) examined the
functional connectivity among this network during presentation of a preparatory
orienting stimulus (the spoken words “left” or “right”) prior to a visual stimulus
and concluded that, in this situation, the directionality of activation was top-down:
that is, from frontal regions, to parietal regions, to visual occipital cortex. Of
course, in other situations (an exogenous cue) it may operate in reverse.

According to Corbetta and Shulman (2002), this is only one of two major
attentional networks involving the parietal lobes. They suggest that the dorsal
stream should be reconsidered as split into two: a dorso-dorsal branch and a ventro-
dorsal branch (for a related proposal see Rizzolatti & Matelli, 2003). They
conceptualize the role of the dorso-dorsal stream in attention as one of orienting
within a salience map (as described above) and involving the LIP and FEF. By
contrast, they regard the more ventro-dorsal branch as a “circuit breaker” that
interrupts ongoing cognitive activity to direct attention outside of the current focus
of processing. This attentional disengagement mechanism is assumed to involve
the temporoparietal region (and ventral prefrontal cortex) and is considered to be
more strongly right lateralized. For instance, activity in this region is found when
detecting a target (but not when processing a spatial cue) whereas activity in the
LIP region shows a strong response to the cue (Corbetta et al., 2000). Activity in
the right temporoparietal region is enhanced when detecting an infrequent target
particularly if it is presented at an unattended location (Arrington et al., 2000).
Downar et al. (2000) found that several frontal areas as well as the temporoparietal
junction (TPJ) were activated when participants were monitoring for a stimulus
change, independently of whether the change occurred in auditory, visual or tactile
stimuli.

Hemispheric differences in
parietal lobe contributions to
attention

The parietal lobes of the right and left hemispheres
represent the full visual field (unlike early parts of
visual cortex) but do so in a graded fashion that
favors the contralateral side of space (Pouget &
Driver, 2000). So the right parietal lobe shows a
maximal responsiveness to stimuli on the far left
side, a moderate responsiveness to the middle,
and a weaker response to the far right side. The
left parietal lobe shows the reverse profile. One

Corbetta and Schulman (2002) have suggested that there are
two main attention-related circuits involving the parietal lobes: a
dorso-dorsal circuit (involving LIP) that is involved in attentional
orienting within a salience map; and a more ventral circuit

consequence of this is that damage to the parietal
lobes in one hemisphere leads to left-right spatially
graded deficits in attention. For instance, damage
to the right parietal lobe would lead to less

(involving right TPJ) that diverts attention away from its current attentional resources allocated to the far left side,

focus.

moderate attentional resources to the midline, and
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The right parietal lobes of humans are generally considered to have a more dominant role in spatial
attention than its left hemisphere equivalent. One consequence of this is that right-hemisphere
lesions have severe consequences for spatial attention, particularly for the left space (as in the
condition of “neglect”). Another consequence of right-hemisphere spatial dominance is that, in a
non-lesioned brain, there is over-attention to the left side of space (termed pseudoneglect). For
example, there is a general tendency for everyone to bisect lines more to the left of center (Bowers
& Heilman, 1980). This phenomenon may explain why actors enter from stage right when they do
not wish their entrance to be noticed (Dean, 1946). It may also explain why pictures are more likely
to be given titles referring to objects on the left, and why the left side of pictures feels nearer than
the right side of the same picture when flipped (Nelson & MacDonald, 1971). The light in paintings
is more likely to come from the left side and people are faster at judging the direction of
illumination when the source of light appears to come from the left (Sun & Perona, 1998).
Moreover, we are less likely to bump into objects on the left than the right (Nicholls et al., 2007).

Thus, there is a general leftwards attentional bias in us all.

near-normal attentional abilities on the right. This disorder is called hemispatial
neglect, in which patients fail to attend to stimuli on the opposite side of space
to the lesion. Neglect is normally far more severe following right hemisphere
lesions, resulting in failure to attend to the left. This suggests that, in humans,
there is likely to be a hemispheric asymmetry such that the right parietal lobe is
more specialized for spatial attention than the left. Another possible way of
conceptualising this is that the right parietal lobe makes a larger contribution to
the construction of a salience map than the left side: resulting in a normal bias
for the left side of space to be salient (a phenomenon termed pseudo-neglect,
see BOX) and for the left side of space to be, therefore, particularly vulnerable
to the effects of brain damage (neglect)

Parietal lobe lesions can also result in non-spatial deficits of attention. Husain
et al. (1997) found that neglect patients had an unusually long “blind” period in
the attentional blink task in which stimuli were presented centrally. Again, this
can be construed in terms of both hemispheres making a contribution to the normal
detection of salient stimuli (in this task, the second target in a rapidly changing
stream). When one hemisphere is damaged then the attentional resource is
depleted.

Which bar appears
darker: the one on the
top or the bottom?

Most people perceive the
bottom bar as being
darker because of an
attentional bias to the left
caused by a right-
hemisphere dominance
for space/attention, even
though the two images
are identical mirror
images.

KEY TERMS

Hemispatial neglect
A failure to attend to
stimuli on the opposite
side of space to a brain
lesion.

Pseudo-neglect

In a non-lesioned brain
there is over attention to
the left side of space.
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Hierarchical (‘Navon’) stimulus
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Having alternating colors makes local elements salient, but blurring the local elements makes
the global shape more salient. TMS over the right posterior parietal cortex disrupts the ability
to detect the more salient element (e.g. the local S in the right example, and the global “H”
in the left example). TMS over the left posterior parietal cortex disrupts the ability to detect
the less salient element (e.g. the global “H” in the right example, and the local S in the left
example).

Graph from Mevorach et al., 2006.
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In ventriloquism, there is a conflict between the actual source of a sound (the ventriloquist him or
herself) and the apparent source of the sound (the dummy). In this instance, the sound appears to
come from the dummy the dummy has associated lip movements whereas the lip movements of
the ventriloquist are suppressed. In other words, the spatial location of the visual cue “captures” the
location of the sound.

Why is it that sound tends to be captured by the visual stimulus but not vice versa? One
explanation is that the ability to locate things in space is more accurate with vision than audition, so
when there is a mismatch between them, the brain may default to the visual location. Witkin et al.
(1952) found that sound localization was impaired in the presence of a visual cue in a conflicting
location. Driver and Spence (1994) found that people are able to repeat back a speech stream (or
“shadow”) more accurately when lip movements and the loudspeaker are on the same side of
space than when they are on opposite sides.

In the brain, there are multi-sensory regions such as in the superior temporal sulcus and intra-
parietal sulcus that respond selectively to sound and vision when both occur at the same time or in
the same location (Calvert, 2001). For instance, the superior temporal sulcus shows greater activity
to synchronous audio-visual speech than asynchronous speech (Macaluso et al., 2004). However,
when there is a spatial mismatch between the auditory and visual locations of synchronous speech
then the right inferior parietal lobe is activated (Macaluso et al., 2004). This audio-visual spatial
mismatch is found in the ventriloquist illusion and may involve the shifting or suppression of the
heard location or, conversely, “grabbing” of spatial attention by the visual modality.

More bizarrely, there is an analogue of the ventriloquist effect in the tactile modality. Botvinick
and Cohen (1998) placed participants’ hand behind a hidden screen and placed a rubber hand on
the visible side of the screen. Watching the rubber hand stroked with a paintbrush while their own
(unseen) hand was stroked with a paintbrush could induce a kind of “out of body” experience.
Participants report curious sensations such as, “I felt as if the rubber hands were my hands.” In this
instance, there is a conflict between the seen location of the (rubber) hand and felt bodily location
of the real hand: the conflict is resolved by visual capture of the tactile sensation.

Mevorach and colleagues have proposed that the left and right parietal lobes
have different roles in non-spatial attention: specifically the right hemisphere is
considered important for attending to a salient stimulus, and the left hemisphere
is important for suppressing a non-salient stimulus or “ignoring the elephant in
the room” (Mevorach et al., 2010; Mevorach et al., 2006). Their non-spatial
manipulation of saliency involved making certain elements of the display easier
to perceive. For instance, a figure comprised of an “H” made up of small S’s can
be altered so that either the “H” is more salient (blurring the S’s) or the S is more
salient (using alternating colors). fMRI shows that the left intra-parietal sulcus is
involved when the task is to focus on non-salient features (and ignore salient
ones)—such as finding the local S’s in a blurred global “H” (Mevorach et al.,
2006). Disruption of this region using TMS (but not the right hemisphere region)
interferes with the ability to do this task and disrupts the connectivity between
this region and those in the occipital lobe that are presumably engaged in shape
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processing. By contrast, the right intraparietal cortex responds more when the task
is to identify the salient features (and ignore the non-salient ones) and TMS to
this region disrupts that task (Mevorach ef al., 2006). What is presently unclear
is how these sorts of non-spatial selection mechanisms relate to the spatially
specific deficits seen in neglect. One possibility is that neglect comprises a variety
of attention-related deficits, some that are spatially specific (the defining symptoms
of neglect) and some that are not. Whatever the relationship to neglect, there is
an emerging consensus that attention itself can be fractionated into different kinds
of mechanisms (Riddoch et al., 2010).

The relationship between attention, perception,
and awareness

EENT3

The terms “attention,” “perception,” and “awareness” are all common in everyday
usage although most of us would be pushed to give a good definition of them in
either lay or scientific terms. To begin with, a simple working definition may
suffice (although more detailed nuances will be introduced later). Attention is a
mechanism for the selection of information. Awareness is an outcome (a conscious
state) that is, in many theories, linked to that mechanism. Perception is the
information that is selected from and, ultimately, forms the content of awareness.
Needless to say it is possible to be aware of, and attend to, things that are not
related to perception (e.g. one’s own thoughts and feelings) and it is assumed that
broadly similar mechanisms operate here with, possibly, an additional prefrontal
gating mechanism that switches the focus of attention between the external
environment and inner thoughts (Burgess ef al., 2007).

Considering first the relationship between perception and attention, a number
of studies have explored what happens in brain regions responsible for perception
(e.g. in the visual ventral stream) when a stimulus is attended versus unattended.
In general, when an object (e.g. a face) or a perceptual feature (e.g. motion) is
attended then there is an increased activity, measured with fMRI, in brain regions
that are involved in perceiving those stimuli relative to when they are unattended
(Kanwisher & Wojciulik, 2000). This, however, also depends on how difficult the
attention-demanding task is. For instance, Rees ez al. (1997) instructed participants
to attend to words (in a language-based task) and ignore visual motion in the
periphery. The activity in the motion-sensitive area V5/MT was reduced when
the language-based task was difficult compared with when it was easy. This is
compatible with the notion of attention being a limited resource, with less of the
resource available for (bottom-up) processing of irrelevant perceptual information
when (top-down) task demands are high.

There is evidence that attention can affect activity in visual cortex (including
in V1) even in the absence of a visual stimulus (Kastner et al., 1999). This increase
appears to be related to attended locations rather than attended features such as
color or motion (McMains et al., 2007). It is also related to attended modalities.
Increases in BOLD activity are found in visual, auditory or tactile cortices when
a stimulus is expected in that modality but is linked to decreases in the non-
predicted modalities (Langner et al., 2011). This may reflect increased neural
activity prior to the presentation of the stimulus. In monkeys it has been shown
that neurons increase the spontaneous firing rate in an attended location even in
the absence of a visual stimulus (Luck et al., 1997). In these examples in which
no perceptual stimulation is present, it is clear that attention can sometimes
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operate in the absence of awareness of perceptual stimuli (Koch & Tsuchiya,
2007).

The discussion above has centered on the links between perception and
attention. What of the links between perception and awareness? Awareness, as
typically defined, depends on participants’ ability to report on the presence of a
stimulus. This can be studied by comparing stimuli that are perceived consciously
versus those perceived unconsciously (e.g. presented too briefly to be reported). In
such studies, conducted with fMRI, a typical pattern of brain activity has two main
features: firstly, there is greater activity in regions involved in perception (e.g.
ventral visual stream) when participants are aware of a stimulus than unaware and,
secondly, that there is a spread of activity to distant brain regions (notably the
frontal-parietal network) in the aware state (see Dehaene et al., 2006). It is this
broadcasting of information that is often assumed to enable participants to be able
to report on, or act on, the perceived information. Moreover, this network of regions

Top-down attention

Bottom-up Absent Present
stimulus
strength . L
9 Subliminal (aunttended) Subliminal (attended)
e Very little activation /) ¢ Strong feedforward activation
e Activation is already weak in g e Activation decreases with depth
early extrastriate areas ~, * Depth of processing depends on attention
Weak e Little or no priming 7 and task set
. on ¢ No reportability L e Activation can reach semantic level
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¢ No durable fronto-
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elsewhere

In the model of Dehaene et al. (2006), awareness is linked to top-down attention to a sufficiently strong sensory stimulus.
This is associated with activity spreading to a frontal-parietal network. In contrast, non-aware conditions (e.g. attending to a
very weak sensory signal, inattention to a strong sensory signal) are linked to varying levels of activity in sensory cortex alone.

From Dehaene et al., 2006.
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KEY TERMS

Phenomenal
consciousnhess

The “raw” feeling of a
sensation, the content of
awareness.

Access conscioushess
The ability to report on
the content of awareness.

in the frontal and parietal lobes are those typically implicated in studies of attention
suggesting (to some researchers) that attention is the mechanism that gives rise to
awareness of perception (Posner, 2012; Rees & Lavie, 2001). To give a concrete
example, in the attentional blink paradigm activity in frontal and parietal regions
discriminates between awareness versus unawareness of the second target
(Kranczioch et al., 2005). It has been suggested that, in these circumstances,
attentional selection generates an all-or-nothing outcome (something that is
consciously seen or unseen) from information that is essentially continuous in
nature, i.e. perceived to some degree (Vul et al., 2009).

This standard view of perception, attention and awareness is not universally
accepted. One alternative viewpoint suggests that perceptual awareness can be
sub-divided into two mechanisms: one relating to the experience of perceiving itself
and one related to the reportability of that experience (Block, 2005; Lamme,
2010). These are often referred to as phenomenal consciousness and access
consciousness respectively. In these models, the reportability of an experience is
linked to the frontal-parietal network, but the actual experience of perceiving is
assumed to lie within interactions in the perceptual processing network itself. For
instance, there is evidence that the visibility of unattended stimuli is related solely
to activity in the occipital lobe (Tse et al., 2005). In this view, attention is still related
to awareness, but only to some aspects of awareness (i.e. its reportability).

Evaluation

This section has taken core ideas relating to the concept of attention (e.g. filtering
irrelevant information, the spotlight metaphor, links to eye movements) and
explained how these may be implemented in the brain. The parietal lobes has a
key role due to it the fact that it interfaces between regions involved in executive
control (top-down aspects of attention) and regions involved in perceptual
processing (bottom-up aspects of attention). One of the emerging trends in the
literature on attention, that has been driven largely by neuroscience evidence, is
to consider attention in terms of separable but interacting component processes
(e.g. orienting attention, disengaging attention, and so on). This is not surprising
given that most other cognitive faculties (e.g. vision, memory) are now thought
of in this way. However, it would be fair to say that there is less consensus over
what the constituent components are (if any) in the attention domain. The next
main section considers several specific models of attention that conform to the
general principles discussed thus far.

THEORIES OF ATTENTION

This section considers in more detail three influential theories in the attention
literature: the Feature Integration Theory proposed by Treisman and colleagues;
Biased Competition Theory proposed by Desimone, Duncan, and colleagues; and
the Premotor Theory of Rizzolatti and colleagues.

Feature integration theory

Feature integration theory (FIT) is a model of how attention selects perceptual
objects and binds the different features of those objects (e.g. color and shape) into
a reportable experience. Most of the evidence for it (and against it) has come from
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the visual search paradigm. Look at the two arrays
of letters in the next figure. Your task is to try to
find the blue “T” as quickly as possible.

Was the letter relatively easy to find in the
first array, but hard to find in the second array? In
the second case, did you feel as if you were
searching each location in turn until you found it?
In the first array, the target object (the blue “T”)
does not share any features with the distractor
objects in the array (red Ts and red Ls). The object
can therefore be found from a simple inspection
of the perceptual mechanism that supports color
detection.

According to FIT, perceptual features such as
color and shape are coded in parallel and prior to
attention (Treisman, 1988; Treisman & Gelade,
1980). If an object does not share features with
other objects in the array it appears to pop-out.
In the second array, the distractors are made up of
the same features that define the object. Thus, the
object cannot be detected by inspecting the color
module alone (because some distractors are blue)
or by inspecting the shape module alone (because
some distractors are T-shaped). To detect the
target one needs to bring together information
about several features (i.e. a conjunction of color
and shape). Feature-Integration Theory assumes
that this occurs by allocating spatial attention to
the location of candidate objects. If the object
turns out not to be the target, then the “spotlight”
inspects the next candidate and so on in a serial
fashion.

Typical data from a visual search experi-

TTL L TT
TTTI—T
LLT |

T

-
L
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Try to find the blue “T” as quickly as possible. Why is one
condition harder than the other? Feature-Integration Theory
assumes that basic features are coded in parallel but that
focused attention requires serial search. When the letter differs
from others by a single feature, such as color, then it can be
identified quickly by the initial stage of feature detection. When
the letter differs from others by two or more features, then
attention is needed to serially search.

ment such as the one conducted by Treisman

and Gelade (1980) is presented on p. 150. The

dependent measure is the time taken to find the target (some arrays do not contain
the target, but these data are not presented here). The variables manipulated were
the number of distractors in the array and the type of distractor. When the target
can only be found from a conjunction of features, there is a linearly increasing
relationship between the number of distractors and time taken to complete the
search. This is consistent with the notion that each candidate object must be serially
inspected in turn. When a target can be found from only a single feature, it makes
very little difference how many distractors are present, because it “pops out.” If
attention is not properly deployed, then individual features may incorrectly
combine. These are referred to as illusory conjunctions. For example, if displays
of colored letters are presented briefly so that serial search with focal attention
cannot take place, then participants may incorrectly say that they had seen a red
“H” when in fact they had been presented with a blue “H” and a red “E” (Treisman
& Schmidt, 1982). This supports the conclusion arising from FIT that attention
needs to be deployed to combine features of the same object correctly.

KEY TERMS

Pop-out

The ability to detect an
object among distractor
objects in situations in
which the number of
distractors presented is
unimportant.

Illusory conjunctions

A situation in which visual
features of two different
objects are incorrectly
perceived as being
associated with a single
object.
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According to FIT, when a target is defined by a conjunction of
features, search becomes slower when there are more items,
because the items are searched serially. When a target is defined
by a single feature it may “pop out”; that is, the time taken to
find it is not determined by the number of items in the array.
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Searching for an “L” among “T” is hard if the “T” is rotated
180 degrees or 270 degrees (left), but easier if the “T" is
rotated at O degrees or 90 degrees (right). It suggests that
features in visual search consist of more than oriented lines,
or that some form of feature integration takes place without

TMS applied over the parietal lobe slows
conjunction searches but not single-feature
searches (Ashbridge et al., 1997, 1999) and a
functional imaging study has demonstrated parietal
involvement in conjunction, but not single-feature
searches (Corbetta ef al., 1995). Patients with
parietal lesions often show a high level of illusory
conjunction errors with brief presentation
(Friedman-Hill ef al., 1995).

One difficulty with FIT is that there is no a
priori way to define what constitutes a “feature.”
Features tend to be defined in a post hoc manner
according to whether they elicit pop-out. For
instance, it is generally assumed that the features
consist of lines (e.g. vertical line, horizontal line)
rather than letters (i.e. clusters of lines). However,
some evidence does not support this assumption.
For example, searching for an “L” among Ts is
hard if the “T” is rotated at 180 or 270 degrees,
and easier if the “T” is rotated at 0 or 90 degrees
(Duncan & Humphreys, 1989). This occurs even
though the basic features (horizontal and vertical
lines) are equally present in them all. Duncan and
Humphreys (1989) suggest that most of the data
that FIT attempts to explain can also be explained
in terms of how easy it is to perceptually group
objects together rather than in terms of parallel
feature perception followed by serial attention.
They found that it is not just the similarity between
the target and distractor that is important, but also
the similarity between different types of distractor.
This implies that there is some feature binding

attention.

KEY TERMS

Early selection

A theory of attention in
which information is
selected according to
perceptual attributes.

Late selection

A theory of attention in
which all incoming
information is processed
up to the level of
meaning (semantics)
before being selected for
further processing.

prior to attention and this contradicts a basic
assumption of FIT.

Another issue is whether simple feature searches (e.g. a single blue letter
among red letters) really occur without attention as assumed by FIT. An alternative
position is that all visual search requires attention even in the case of pop-out
stimuli. Wolfe (2003) argues that pop-out is not preattentive but is simply a
stimulus driven (exogenous) cue of attention.

Finally, FIT is an example of what has been termed an early selection model
of attention. Recall that the main reason for having attentional mechanisms is to
select some information for further processing, at the expense of other informa-
tion. According to early selection theories, information is selected according to
perceptual attributes (e.g. color or pitch). This can be contrasted with late
selection theories that assume that all incoming information is processed up to
the level of meaning (semantics) before being selected for further processing. One
of the most frequently cited examples of late selection is the negative priming
effect (Tipper, 1985). In this figure, participants must name the red object and
ignore the blue one. If the ignored object on trial N suddenly becomes the attended
object on trial N+1, then participants are slower at naming it (called negative
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PRIMES (trial N)

Attended Attended Control Ignored
repetition semantic semantic

PROBE (trial N+1)

Mean naming latencies for naming a probe after a given prim
615 ms 677 ms 695 ms 726 ms

Ignored
repetition

746 ms

In this example, participants must name the red object and ignore the blue one. If an ignored object becomes an attended
object on the subsequent trial, then there is cost of processing, which is termed negative priming.

priming). The effect can also be found if the critical object is from the same
semantic category. This suggests that the ignored object was, in fact, processed
meaningfully rather than being excluded purely on the basis of its color as would
be expected by early selection theories such as FIT.

How can the evidence both for and against FIT be reconciled? The selection
of objects for further processing may sometimes be early (i.e. based on perceptual
features) and sometimes late (i.e. based on meaning), depending on the demands
of the task. Lavie (1995) has shown that, when there is a high perceptual load
(e.g. the large arrays typically used for visual search), then selection may be early,
but in conditions of low load in which few objects are present (as in the negative
priming task), then there is a capacity for all objects to be processed meaningfully
consistent with late selection. Other findings have suggested that the process of
feature binding may also operate at several levels (Humphreys et al., 2000), with
some forms of binding occurring prior to attention. This could account for the
distractor similarity effects of Duncan and Humphreys (1989).

Biased competition theory

The biased competition theory of Desimone and Duncan (1995) draws more
heavily from neuroscience than from cognitive psychology. It explicitly rejects a
spotlight metaphor of attention (inherent, for instance, in Feature Integration
Theory). Instead “attention is an emergent property of many neural mechanisms
working to resolve competition for visual processing and control of behavior.”
By “emergent property,” Desimone and Duncan imply that attention isn’t a

KEY TERM

Negative priming

If an ignored object
suddenly becomes the
attended object, then
participants are slower at
processing it.
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dedicated module, but rather a broad set of mechanisms for reducing many inputs
to limited outcomes and there is no clear division between attentive and
preattentive stages. The Biased Competition Theory has been extended and
updated by others in light of more recent evidence (Beck & Kastner, 2009;
Knudsen, 2007).

One assumption of the model is that competition occurs at multiple stages
rather than at some fixed bottleneck—i.e. neither early nor late selection but
something more dynamic. This competition occurs first within the visual ventral
stream itself in terms of the processing of visual features (colors, motion, etc.)
and objects. For instance, single cell electrophysiology suggests that when two
stimuli are presented in a single receptive field (e.g. two color patches presented
in the receptive field of a neuron in V4) then the responsiveness of the neuron is
less than the sum of its responsiveness to each stimulus in isolation (Luck et al.,
1997). This is one way in which “competition” may be realized at the neural level.

In humans, the BOLD response in areas of the visual ventral stream to
multiple stimuli presented together is less than the sum of its parts as determined
by a control condition involving sequential presentation. This also depends on how
spatially close together the different stimuli are (Kastner et al., 2001). Brain regions
containing neurons with small receptive fields (e.g. V1) are only disrupted
by competitors that are close by, but regions that have larger receptive fields
(e.g. V4) are also disrupted by more distant competitors. As well as spatial
proximity, the degree of competition depends on perceptual similarity of multiple
stimuli within the field (Beck & Kastner, 2009). This may be the neural basis
of early grouping effects and also pop-out. Certain perceptual representations
may also tend to dominate in the competitive process by virtue of being familiar
(e.g. spotting your partner in a crowd), or by virtue of being recently seen, and
so on. Again, this does not require a special mechanism as such: it just requires
that there is bias in the way these stimuli are represented that facilitates their
selection (e.g. neurons fire more when expected or frequently encountered).
Selection may also be biased by top-down signals. When a receptive field contains
an experimentally defined target and an irrelevant distractor then the neural
response resembles that to the target alone suggesting some filtering out of the
distractor (Moran & Desimone, 1985).

Another key assumption of this theory is that attention is not deployed
serially, but rather perceptual competition occurs in parallel. Serial processing,
by contrast, is assumed to arise from competition at the response level rather than
perceptual processing (e.g. from the fact that it is only possible to fixate one
location at a time). (This idea is linked closely to the Premotor Theory of Attention
discussed in the next section). Neurons recorded in monkey V4 during visual
search tasks are activated in parallel (i.e. irrespective of whether it is being
currently attended/fixated) whenever a target feature (e.g. color) falls in the
receptive field (Bichot et al., 2005). This occurs for both simple feature (i.e. pop-
out) and conjunction searches. However, there is also an enhanced response when
the target is selected for a saccade suggesting serial processing linked to motor
responses. Whereas Feature-Integration Theory assumes either parallel or serial
search (depending on the nature of the targets), the Biased Competition Theory
suggests both kinds of mechanisms act together.

The Biased Competition Model also accounts for spatial and non-spatial
attention within the same model. The differences between spatial and non-spatial
attention was originally assumed to be due to different anatomical origins of the
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biasing signals rather than reflecting different mechanisms per se. The posterior
parietal cortex was thought to be the origin of spatial biases (e.g. effects of arrows
in orienting attention) and prefrontal cortex may code task-related biases (find the
blue X). However, other research has suggested that the same frontal and parietal
regions support both spatial and non-spatial search cues (Egner ef al., 2008).

Damage to the parietal lobe not only produces neglect it may also lead to a
curious symptom called extinction (Riddoch ef al., 2010). When a single stimulus
is presented briefly to either the left or the right of fixation, patients with parietal
lesions tend to accurately report them. But when presented with two stimuli at
the same time, the patient may report seeing the object on the right but not the
object on the left (in the case of right parietal damage). Thus the patient has not
lost the ability to see the left side of space, nor have they lost the ability to attend
to the left side of space per se, but they have lost the ability to attend to (and be
aware of) the left side of space when there is a competitor on the right.

Similar effects are found for the Posner-

KEY TERMS

Extinction

in the context of
attention, it refers to
unawareness of a
stimulus in the presence
of competing stimuli.

cueing task as a result of parietal lobe lesions
(Posner & Petersen, 1990). For patients with right
parietal lobe lesions, they are able to initially
orient attention to either the left or right side of
space as a result of a prestimulus flash of light on
either the left or right. However, while they are
able to shift attention from a cue on the left (their
neglected side) to a target on the right (their
“good” side) they are impaired in the reverse
scenario (shifting from the “good” to neglected
side). While this could be explained by damage to
a special attention mechanism relating to dis-
engaging attention (Posner & Petersen, 1990) it
could be explained by biased competition: it is

=p- | see a frog”

==p "| see the sun”

w=p- “| se€ 3 sun”
(extinction condition,
frog not reported)

easy to orient to the “bad” side of space when
competition is low (i.e. to the initial cue), but harder to orient to the “bad” side
following a salient visual stimulus on the “good” side.

The premotor theory of attention

The premotor theory of attention assumes that the orienting of attention is nothing
more than preparation of motor actions (Rizzolatti et al., 1987, 1994). As such,
it is primarily a theory of spatial attention. The theory encompasses both overt
orienting, in which actual movement occurs, and covert orienting. The latter is
assumed to reflect movement that is planned but not executed.

The initial evidence for the theory came from a spatial cueing task (Rizzolatti
et al., 1987). The set-up used four spatial locations arranged left to right (1, 2, 3
and 4) and a centrally fixated square. Within the central square, a digit would
appear that would indicate where a target was likely to appear (with 80 percent
certainty). A flash would then appear in one of the four boxes and the participant
simply had to press a button as soon as it was detected. Participants were slower
when the cue was misleading, forcing them to shift attention. However, they found
that costs in response times were not only related to whether attention had to shift
per se, but also whether attention had to reverse in direction. So a shift of attention
from position 2 (left) to position 1 (far left) had a small cost whereas a shift from

Neglect patients may fail to
notice the stimulus on the
left when two stimuli are
briefly shown (called
extinction), but notice it
when it is shown in isolation.
It suggests that attention
depends on competition
between stimuli.
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In the study of Rizzolatti et al. (1987), a centrally

1 2 3 4
o [ 0O 0O

presented digit indicates where a target stimulus is likely
to appear (in this case, position 2), but it may
sometimes appear in an unattended location (as shown
here, in positions 1 or 3). Although positions 1 and 3
are equidistant from the expected location, participants
are faster at shifting attention to position 1 than position
3. Why might this be?

12 3 4
0 0O e 0O

position 2 (left) to a rightward location (position 3) had a larger cost (and similarly
a shift from 3 to 4 was less costly than from 3 to 2). The same results were also
found for vertical alignments of the four positions so the findings do not relate to
processing differences across hemispheres. The basic finding is hard to reconcile
with a simple “spotlight” account, because the spotlight is moved the same
distance in both scenarios. They suggest instead that the pattern reflects the pro-
gramming of eye movements (but not their execution as overt movements were
not allowed). Specifically, a leftwards eye movement can be made to go further
leftwards with minimal additional processing effort, but to change a leftwards
movement to a rightwards movement requires a different motor program to be set
up and the original one discarded.

The term “premotor” refers to the claim that attention is a preparatory motor
act and is not referring to the premotor cortical region of the brain (discussed in
Chapter 8). The theory does, however, make strong neuroanatomical predictions:
namely that the neural substrates of attention should be the same as the neural
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In Moore and Fallah (2001) the task of the animal was to press a lever when one of the stimuli “blinked” (a small change in
luminance). They were better at doing the task when a part of the brain involved in generating eye movements was stimulated
than in a no-stimulation control condition (even though no eye movements occurred), provided the light stimulus fell in the appro-
priate receptive field. This is consistent with the idea that attending to a region of space is like a virtual movement of the eyes.
Left image from www.nature.com/neuro/journal/v5/n9/fig_tab/nn0902-819_F1.html. Right image from Moore and Fallah, 2001.
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substrates for motor preparation (particularly eye movements). As discussed
previously, there is evidence to support this view from single-cell recordings
(Bisley & Goldberg, 2010) and human fMRI (Nobre et al., 2000). There is also
intriguing evidence from brain stimulation studies. Electrical stimulation of
neurons in the frontal eye fields (FEF) of monkeys can elicit reliable eye
movements to particular locations in space. Moore and Fallah (2001) identified
such neurons and then stimulated them at a lower intensity such that no eye
movements occurred (the animal continued to fixate centrally). However, the
animals did show enhanced perceptual discrimination of a stimulus presented in
the location where an eye-movement would have occurred. This suggests that
attention was deployed there and is consistent with the idea that covert orienting
of attention is a non-executed movement plan.

The premotor theory of attention has not been without criticism. Smith and
Schenk (2012) argue that it fails as a general theory of attention and may only be
valid in certain situations (e.g. exogenous orienting of attention to, say, flashes of

KEY TERMS

Balint’s syndrome

A severe difficulty in
spatial processing
normally following
bilateral lesions of
parietal lobe; symptoms
include simultanagnosia,
optic ataxia, and optic
apraxia.

Simultanagnosia
Inability to perceive more
than one object at a
time.

The idea that one could perceive an object but not its location is highly counterintuitive, because it
falls outside of the realm of our own experiences. However, there is no reason why the functioning
of the brain should conform to our intuitions. Patients with Balint’s syndrome (Balint, 1909,
translated 1995) typically have damage to both the left and the right parietal lobes and have severe

spatial disturbances. Patients with Balint's

syndrome may notice only one object at a
time: this is termed simultanagnosia. For
example, the patient may notice a window,
then, all of a sudden, the window disappears
and a necklace is seen, although it is
unclear who is wearing it. In terms of the
two visual streams idea, it is as if there is no
“there” there (Robertson, 2004). Within the
Biased Competition Theory it could be
regarded as an extreme form of perceptual
competition due to a limited spatial selection
capacity. Within Feature Integration Theory,
it can be construed as an inability to bind
features to locations and, hence, to each

other. Recall that if a blue “H” and a red “E”

RM has extensive damage to both the left and right parietal

are presented very quickly to normal
participants, then illusory conjunction errors
may be reported (e.g. red “H”). Balint’s
patients show these errors even when they
are free to view objects for as long as they
like (Friedman-Hill et al., 1995). In addition

lobes and severe difficulties in perceiving spatial relationships
(top diagrams are viewed from the back of the brain; bottom
diagrams are viewed from the side). RM was unable to locate
objects verbally, or by reaching or pointing (Robertson et al.,
1997). In contrast, his basic visual abilities were normal
(normal 20/15 visual acuity, normal color vision, contrast
sensitivity, etc.). He was impaired at locating sounds, too.




156 THE STUDENT’'S GUIDE TO COGNITIVE NEUROSCIENCE

to simultanagnosia, patients typically have problems in using vision to guide hand actions (optic
ataxia; considered in Chapter 8) and fail to make appropriate eye movements (optic apraxia).

SIS
I

To say that Balint’s patients can
recognize single objects leads to some
potential ambiguities. Consider a face. Is a
face a single object or a collection of several
objects (eyes, nose, mouth, etc.) arranged in
a particular spatial configuration? A number
of factors appear to determine whether parts
are grouped together or not. Humphreys
et al. (2000) showed that, in their Balint’s
patient, GK, parts are likely to be grouped
into wholes if they share shape, if they share
color, or if they are connected together. This
suggests that some early feature binding is
possible prior to attention. Another factor
that determines grouping of parts into
wholes is the familiarity of the stimulus and
how a given stimulus is interpreted (so-
called top-down influences). Shalev &
Humphreys (2002) presented GK with the
ambiguous stimuli on the left. When asked
whether the two circles were at the top or
bottom of the oval he was at chance
(55 percent). He performed the task well
(91 percent) when asked whether the eyes
were at the top or bottom of the face.

Under what circumstances is a face perceived as a whole or as a collection of parts? Patient GK can identify the
location of the ovals when he is told that they are the eyes of a face, but not if he thinks of them just as circles inside
an oval. The former judgment may use his intact ventral route for identifying faces/objects, whereas the latter may use
the impaired dorsal route for appreciating the location of the circles relative to another. GK was also better at making
location judgments about the rectangles when other face-like features were added.

Evaluation

light). For instance, patients with chronic lesions of the FEF have a saccadic deficit
but no deficit of endogenous attention in covert orienting tasks involving, say,
arrow cues (Smith ef al., 2004).

Although there are many theories of attention, three prominent ones have been
considered here. Feature Integration Theory and the Premotor Theory are
necessarily limited in scope in that they are specifically theories of spatial attention,
whereas the Biased Competition Theory has the advantage of offering a more
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general account. Feature Integration Theory has been successful in explaining
much human behavioral data in visual search. Biased Competition Theory
offers a more neuroscientific account of this data in which competition arises at
multiple levels (e.g. perceptual crowding, and response competition) and attention
is synonymous with the selection function of this overall system. The Premotor
Theory offers an interesting explanation as to how attention can be considered as
a combination of both “where” (spatial) and “how” (motor) functions of the dorsal
stream.

NEGLECT AS A DISORDER OF SPATIAL
ATTENTION AND AWARENESS

Patients with neglect (also called hemispatial neglect, visuospatial neglect or visual
neglect) fail to attend to stimuli on the opposite side of space to their lesion—
normally a right-sided lesion resulting in inattention to the left side of space.

Characteristics of neglect

There are a number of common ways of testing for neglect. Patients may omit
features from the left side when drawing or copying. In tests of line bisection,
patients tend to misplace the center of the line toward the right (because they
underestimate the extent of the left side). The bias in bisection is proportional to
the length of the line (Marshall & Halligan, 1990). Cancellation tasks are a
variant of the visual search paradigms already discussed, in which the patients
must search for targets in an array (normally striking them through as they are
found). They will typically not find ones on the right. Some of these tasks may
be passed by some neglect patients but failed by others, the reasons for which
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Line bisection
A task involving judging
the central point of a line.

Cancellation task

A variant of the visual
search paradigm in which
the patient must search
for targets in an array,
normally striking them
through as they are
found.

Different ways of assessing
neglect include copying,
drawing from memory,
finding the center of a line
(line bisection), and crossing
out targets in an array
(cancellation).
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have only recently started to become clear
(Halligan & Marshall, 1992; Wojciulik et al.,
2001). In extreme cases, neglect patients may
shave only half of their face or eat half of their
food on the plate.

Mort et al. (2003) examined the brain regions
critical for producing neglect in 35 patients and
concluded that the critical region was the right
angular gyrus of the inferior parietal lobe, in-
cluding the right temporoparietal junction (TPJ).

Neglect is associated with lesions to the right inferior parietal Functional imaging studies of healthy partici-
lobe. This photo shows the region of highest overlap of the pants perf()n’ning line bisection also point to an

lesions of 14 patients.

involvement of this area in that particular task

(Fink et al., 2000); as do the results from a TMS
study (Fierro et al., 2000). While there is good consensus over the role of this
region in neglect, it is not the only region that is implicated. For instance, Corbetta
and Schulman (2011) argue that the right posterior parietal cortex, containing
salience maps, may tend to be functionally deactivated (due to its connectivity
with the damage right TPJ) despite not being structurally damaged. Others have
argued that neglect itself can be fractionated into different kinds of spatial
processes with differing neural substrates, as considered later.

Neglect and the relationship between attention,
perception, and awareness

It is important to stress that neglect is not a disorder of low-level visual perception.
A number of lines of evidence support this conclusion. Functional imaging reveals
that objects in the neglected visual field still activate visual regions in the occipital
cortex (Rees et al., 2000). Stimuli presented in the neglected field can often be
detected if attention is first cued to that side of space (Riddoch & Humphreys,
1983). This also argues against a low-level perceptual deficit. The situations in
which neglect patients often fare worse are those requiring voluntary orienting to
the neglected side and those situations in which there are several stimuli competing
for attention. Although the primary deficit in neglect is related to attention, not
perception, it does lead to deficits in awareness of the perceptual world.

Neglect is not just restricted to vision, but can apply to other senses as well.
This is consistent with evidence presented earlier that the parietal lobes have multi-
sensory characteristics. Pavani ef al. (2002) have shown that neglect patients show
a right-skewed bias in identifying the location of a sound (but note that they are
not “deaf” to sounds on the left). Extinction can also cross sensory modalities.
A tactile (or visual) sensation on the right will not be reported if accompanied
by a visual (or tactile) stimulus on the left, but will be reported when presented
in isolation (Mattingley et al., 1997).

Patients with neglect can be shown to process information in the neglected
field to at least the level of object recognition. The ventral “what” route seems
able to process information “silently” without entering awareness, whereas the
dorsal “where” route to the parietal lobe is important for creating conscious
experiences of the world around us. Vuilleumier et al. (2002b) presented brief
pictures of objects in left, right, or both fields. When two pictures were presented
simultaneously the patients extinguished the one on the left and only reported the
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HOW IS A “LACK OF AWARENESS” IN NEGLECT DIFFERENT FROM LACK OF
AWARENESS IN BLINDSIGHT?

Neglect Blindsight

* Lack of awareness is not restricted to * Lack of awareness is restricted to the
vision and may be found for other visual modality
sensory modalities

* Whole objects may be processed * Implicit knowledge is restricted to basic
implicitly visual discriminations (direction of

motion; but see Marcel, 1998)

* Lack of awareness can often be ¢ Lack of awareness not overcome by
overcome by directing attention directing attention to “blind” region
to neglected region

* Neglected patients often fail to ¢ Blindsight patients do move their eyes
voluntarily move their eyes into into “blind” region

neglected region

* Neglected region is egocentric ¢ Blind region is retinocentric

one on the right and when later shown the neglected stimuli they claimed not to
remember seeing them (a test of explicit memory). However, when later asked to
identify a degraded picture of the object, their performance was facilitated, which
suggests that the extinguished object was processed unconsciously. Other lines
of evidence support this view. Marshall and Halligan (1988) presented a neglect
patient with two depictions of a house that were identical on the non-neglected
(right) side, but differed on the left side such that one of the two houses had flames
coming from a left window. Although the patients claimed not to be able to
perceive the difference between them, they did, when forced to choose, state that
they would rather live in the house without the flames! This, again, points to the
fact that the neglected information is implicitly coded to a level that supports
meaningful judgments being made.

Different types of neglect and different types
of space

Space, as far as the brain goes, is not a single continuous entity. A more helpful
analogy is to think of the brain creating (and perhaps storing) different kinds of
“maps.” Cognitive neuroscientists refer to different spatial reference frames to
capture this notion. Each reference frame (“map”) may have its own center point
(origin) and set of coordinates. Similarly there may be ways of linking one map
to another—so-called remapping. It has already been described how neurons may
remap the spatial position of sounds from a head-centered reference frame to an
eye-centered reference frame (so-called retinocentric space). This enables sounds
to trigger eye movements. The same can happen for other combinations: for
instance, visual receptive fields may be remapped so that they are centered on the
position of the hands rather than the position of the eyes (facilitating hand-eye
coordination during manual actions). The parietal lobes can perform remapping
because they receive postural information about the body as well as sensory
information relating to sound, vision and touch (Pouget & Driver, 2000).
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KEY TERM

Egocentric space

A map of space coded
relative to the position of
the body.

Allocentric space

A map of space coding
the locations of objects
and places relative to
each other.

The main clinical features of neglect tend to relate to egocentric space
(reference frames centered on the body midline) and it is these kinds of spatial
attentional disorders that are linked to brain damage to the right temporoparietal
region (Hillis et al., 2005). However, neglect is also linked to other kinds of spatial
reference frames, as outlined below. Although this could be conceptualized as
losing particular kinds of spatial representations, another way of thinking about
it is in terms of attention deficits created by disrupting competition at different
levels of processing.

Perceptual versus representational neglect

Bisiach and Luzzatti (1978) established that neglect can occur for spatial mental
images and not just for spatial representations derived directly from perception.
Patients were asked to imagine standing in and facing a particular location in a
town square that was familiar to them (the Piazza del Duomo, in Milan). They
were then asked to describe the buildings that they saw in their “mind’s eye.” The
patients often failed to mention buildings in the square to the left of the Duomo.
Was this because of loss of spatial knowledge of the square or a failure to attend
to it? To establish this, the patients were then asked to imagine themselves at the
opposite end of the square, facing in, and describe the buildings. In this condition,
the buildings that were on the left (and neglected) are now on the right and are
reported, whereas the buildings that were on the right (and reported previously)
are now on the left and get neglected. Thus, spatial knowledge of the square is
not lost but is unavailable for report. Subsequent research has established that this
so-called representational neglect forms a double dissociation with neglect of
perceptual space (Bartolomeo, 2002; Denis et al., 2002). The brain appears to
contain different spatial reference frames for mental imagery and for egocentric
perceptual space. The hippocampus is often considered to store an allocentric
map of space (the spatial relationship of different landmarks to each other, rather
than relative to the observer), but the parietal lobes may be required for imagining
it from a given viewpoint (Burgess, 2002).
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The Piazza del Duomo in Milan featured in a classic neuropsychological study. When asked to imagine the square from one
viewpoint, patients with neglect failed to report buildings on the left. When asked to imagine the square from the opposing
viewpoint they still failed to report buildings on the left, even though these had been correctly reported on the previous
occasion. It suggests a deficit in spatial attention rather than memory.

Image from http://en.wikipedia.org.
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Near versus far space

Double dissociations exist between neglect of near space (Halligan & Marshall,
1991) versus neglect of far space (Vuilleumier et al., 1998). This can be assessed
by line bisection using a laser pen and stimuli in either near or far space, even
equating for visual angles. Near space appears to be defined as “within reach,”
but it can get stretched! Berti and Frassinetti (2000) report a patient with a neglect
deficit in near space but not far space. When a long stick was used instead of
a laser pointer, the “near” deficit was extended. This suggests that tools quite
literally become fused with the body in terms of the way that the brain represents
the space around us. This is consistent with single-
cell recordings from animals suggesting that

E E
A
visual-receptive fields for the arm get spatially B @ M (@
stretched when the animal has been trained to use M U G
o J w Y
a rake tool (Iriki et al., 1996). A 2 @
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Patients might show neglect of their bodily space. s 4 A Fg
This might manifest itself as a failure to groom the X @ B
left of the body or failure to notice the position of A u s z
the left limbs (Cocchini et al., 2001). This can be H D A |‘t;
contrasted with patients who show neglect of the W Q
. . L G E
space outside their body, as shown in visual search A )
type tasks, but not the body itself (Guariglia & A D F U
Antonucci, 1992). C @
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The orientation of the body and the orien-
tation of the world can have independent effects
on neglect, suggesting that these are also coded
separately. Calvanio et al. (1987) displayed
words in four quadrants of a computer screen for
the patients to identify. When seated upright,
patients showed left neglect. However, when lying
down on their side (i.e. 90 degrees to upright),
the situation was more complex. Performance was
determined both relative to the left-right dimen-
sion of the room and the left-right dimension of
the body.

Within objects versus between objects
(or object-based versus space-based)

Look at the figures to the right (from Robertson,
2004). Note how the patient has attempted to draw
all of the objects in the room (including those on

The patient makes omission errors on the left side of
objects irrespective of the object’s position in space.
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the left) but has distorted or omitted the left parts

of the objects. Similarly, the patient has failed to
find the As on the left side of the two columns of
letters even though the right side of the left column
is further leftwards than the left side of the right
column. This patient would probably be classed
as having object-based neglect.

The object in question may be more dynam-
ically defined according to the current spatial
reference frame being attended. Driver and
Halligan (1991) devised a task that pitted object-

based coordinates with environmentally based
ones. The task was to judge whether two mean-

Are these objects the same or different? The critical difference
lies on the left side of the object but, in the slanted condition, on

the right side of space.

ingless objects were the same or not. On some
occasions, the critical difference was on the left
side of the object but on the right side of space,
and the patient did indeed fail to spot such
differences.

Written words are an interesting class of object, because they have an inherent
left to right order of letters. Patients with left object-based neglect may make letter
substitution errors in reading words and nonwords (e.g. reading “home” as
“come”), whereas patients with space-based (or between object) neglect may read
individual words correctly but fail to read whole words on the left of a page. In
one unusual case, NG, the patient made neglect errors in reading words that were
printed normally but also made identical errors when the words were printed
vertically, printed in mirror image (so that the neglected part of the word was on
the opposite side of space) and even when the letters were dictated aloud, one by
one (Caramazza & Hillis, 1990a). This strongly suggests that it is the internal
object frame that is neglected.

Neglect within objects is linked to brain damage in different regions than that
associated with neglect of egocentric space; in particular, it seems to be linked to
ventral stream lesions including to the white matter (Chechlacz et al., 2012). This
raises the interesting possibility that this form of neglect represents a disconnection
between object-based perceptual representations and more general mechanisms
of attention.

Evaluation

Although the cardinal symptom of neglect is a lack of awareness of perceptual
stimuli, neglect is best characterized as a disorder of attention rather than
perception. This is because it tends to be multi-sensory in nature, the deficit is
more pronounced when demands on attention are high (e.g. voluntary orienting,
presence of competing stimuli), and there is evidence that neglected stimuli are
perceived (albeit unconsciously and perhaps less detailed). However, neglect is a
heterogeneous disorder and this may reflect the different ways in which space
is represented in the brain. Basic attention processes (involving competition and
selection) may operate across different spatial reference frames giving rise to the
different characteristics of neglect.



* Attention is the process by which certain information is selected for
further processing and optimizes efficiency by preventing sensory
overload.

* This is a dynamic system in which there is an interaction between
top-down (task relevant) and bottom-up (sensory driven) influences,
and in which selection can operate at multiple levels (perceptual,
semantic, response-based).

* The parietal lobes may transform sensory-based maps of space
(e.g. retinocentric coordinates) into various egocentric (viewer-
centered) maps of space. These maps contain a sparse code of the
perceptual environment in which salient features predominate (either
due to bottom-up or top-down constraints).

* The orienting of attention (at least from bottom-up, exogenous cues)
taps mechanisms involved in preparing eye movements.

* Attended relative to unattended stimuli are associated with greater
activity in the neural system involved in perceiving that stimulus
(e.g. visual ventral stream) and with activity in a frontoparietal
network. The latter is normally linked to conscious awareness of
perceptual stimuli.

* There is evidence for different attention-related mechanisms in the
parietal lobes (e.g. contrasting posterior parietal versus
temporoparietal; or left and right hemispheres) although it is less
clear how these different mechanisms normally operate together.

* Studies of neglect have been important for establishing that space is
represented at several different levels within the brain.

EXAMPLE ESSAY QUESTIONS

* How has evidence from neuroscience changed the way that cognitive
science thinks about attention?

e Can any theory account for spatial and non-spatial aspects of
attention?

* What is the relationship between attention, perception, and
awareness?

* What is the relationship between orienting attention and moving the
eyes?

* What have studies of human brain damage contributed to our
understanding of attention and its neural basis?
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Action is our way of interfacing with the world, and our means of putting all our
goals and desires into practice. Action has traditionally been viewed as the
endpoint of cognition. Having perceived an object and made a cognitive decision
about what to do with it, we may then, depending on our goals, act toward it.
Findings from cognitive neuroscience have radically shaken up this viewpoint.
For example, in some situations it is possible to accurately act toward objects that
have not been consciously seen. In addition, it has been claimed that not only is
our action system equipped to produce our own actions, it may also be used to
understand the actions of others—an important part of social cognition. Moreover,
the processes that generate and control actions also appear to generate and control
thought and cognition more generally. These ideas will also be explored in this
chapter, together with an overview of more traditional areas of research on the
“acting brain,” such as Parkinson’s disease, the role of the basal ganglia and tool
use.
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KEY TERMS

Degrees of freedom
problem

There are potentially an
infinite number of motor
solutions for acting on an
object.

Motor programs

Stored routines that
specify certain motor
parameters of an action
(e.g. the relative timing of
strokes).

A very basic cognitive
framework for understanding
movement and action.

A BASIC COGNITIVE FRAMEWORK FOR
MOVEMENT AND ACTION

A simple model of movement and action is presented below and is unpacked in
more detail throughout the chapter. Note that the model is hierarchically organized.
At the highest level, there is action planning based on the goals and intentions of
the individual. At the lowest level, there are the perceptual and motor systems
that interface with the external world. Action can be considered to be an outcome
of all these processes that work together in a concerted fashion, combining the
needs of the person with the current environmental reality. As such, the term
“action” needs to be contrasted with the physical movement of the body that ensues.
Movements can sometimes occur in the absence of cognition. A reflex movement
generated, say, when a hand goes near a flame occurs in the absence of a centrally
generated command.

There are a number of computational problems faced when performing an
action. Imagine a task of turning off a light switch. There are potentially an infinite
number of motor solutions for completing the task in terms of the angles of the
joints and their trajectories through space. This has been termed the degrees of
freedom problem (for a discussion, see Haggard, 2001). There are likely to be
physical constraints on the solution (e.g. to minimize the torque on joints), but
there could also be cognitive constraints too (e.g. to minimize the amount of
planning).

It is probably not the case that actions are calculated from scratch each time
one needs to be performed. Most theories of action postulate the existence of
generalized motor programs (Schmidt, 1975). This may simplify the
computations (and computational speed) underlying movement. For example, in
producing a tennis serve the different movement components may be linked
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| ’ and lntentlons ¢ I
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scrlpts and schemas

Translate into a

Object Sensory-motor e specific movement
recognition transformation (direction, force,
i .’ speed, effectors, etc.)
(aﬂordances]
.. ’ forward
. model
Visual Sornato- Motor
analysis sensation output
> ¥ 4
.@*‘ v..‘

| M | I

Feedback




THE ACTING BRAIN 167

together. Motor programs may code general aspects of the movement (e.g. the
timing of different components) rather than the actual means of performing the
movement (e.g. the joints and muscles). One commonly cited example is the fact
that handwriting does not change when different effectors are used (e.g. writing
with feet) or when the amplitude is changed (e.g. writing on a blackboard versus
a notebook). Different objects in the environment may also be linked to different
motor programs that reflect their cultural usage: for instance, the way that
chopsticks are manipulated or scissors are used. Object—action associations
typically have to be learned, but they can also be lost as a result of brain damage.

Most actions are directed toward externally perceived objects, particularly via
vision. After early visual analysis, two routes diverge into different streams
specialized for object recognition (the “what” or ventral stream) and object
location (the “how,” “where” or dorsal stream). This was covered in Chapter 7.
One aspect that is particularly relevant to the present topic is how this visual
information is integrated with somatosensory information. Somatosensation
refers to a cluster of perceptual processes that relate to the skin and body, and
includes touch, pain, thermal sensation and limb position. The position of the limbs
in space is computed by receptors in the muscles and joints, and this is termed
proprioception. Information concerning the location of objects coded on the
surface of sensory receptors (e.g. on the retina) is insufficient to permit interaction
with that object unless the position of the sensory receptors themselves is taken
into account (e.g. gaze direction and head position). As such, there is a need to
co-register these two different types of information into a common spatial reference
frame. In the context of action, this process will be referred to as sensorimotor
transformation although more generally it is referred to as remapping.

The way in which the goals, plans and intentions of an individual are
represented in the brain is the least understood aspect of the action system. The
difficulty lies in explaining the intentions of an individual without recourse to what
psychologists have termed a homunculus. We all have a sense in which “I”” make
a decision to go somewhere or “I” intend to make tea. The homunculus problem
is that there is no “I” in the brain that makes all these decisions (the word
homunculus literally means “little man™); the “I” is simply a product of the firing
of neurons.

Note that, in this simple framework, there are bi-directional arrows to and
from the “goals, plans and intentions.” This implies that the system may also be
used to observe and understand the actions and intentions of other people, as well
as to generate one’s own actions. This may be vital for learning skills by
observation and may form an important component of comprehending actions.

THE ROLE OF THE FRONTAL LOBES IN
MOVEMENT AND ACTION

The frontal lobes take up around a third of the cortical area and comprise a number
of functionally and anatomically separate regions. Moving from the posterior to
the anterior of the frontal lobes, their function becomes less specific to movement
and action. The more anterior portions are involved in the control of behavior
irrespective of whether it results in an overt action (i.e. in aspects of thought such
as planning, reasoning and working memory). Given this hierarchical organization,
it is useful to consider the roles of the different frontal regions separately.

KEY TERMS

Somatosensation

A cluster of perceptual
processes that relate to
the skin and body, and
include touch, pain,
thermal sensation and
limb position.

Proprioception
Knowledge of the position
of the limbs in space.

Sensorimotor
transformation

Linking together of
perceptual knowledge of
objects in space and
knowledge of the position
of one’s body to enable
objects to be acted on.

Homunculus problem
The problem of explaining
volitional acts without
assuming a cognitive
process that is itself
volitional (“a man within
a man”).



168 THE STUDENT’'S GUIDE TO COGNITIVE NEUROSCIENCE

KEY TERMS

Primary motor cortex
Responsible for execution
of voluntary movements
of the body.

Hemiplegia

Damage to one side of
the primary motor cortex
results in a failure to
voluntarily move the other
side of the body.

Population vector

The sum of the preferred
tunings of neurons
multiplied by their firing
rates.

Primary motor cortex

The primary motor cortex (in the precentral gyrus, Brodmann’s area 4, BA4) is
responsible for execution of all voluntary movements of the body. Most other
frontal regions are related to action planning, irrespective of whether actions are
actually executed. Different regions of the primary motor cortex represent different
regions of the body—that is, it is somatotopically organized. The left hemisphere
is specialized for movements of the right side of the body and the right hemi-
sphere is specialized for movements of the left side of the body (although the
division is not as strict as once believed; Tanji ef al., 1998). Thus, damage to one
hemisphere as a result of, say, stroke could result in a failure to move the other
side of the body—hemiplegia. Note that some parts of the body, such as the hands,
have a particularly large representation because of the need for fine levels of
movement control.

The relationship between the activity of individual neurons and resultant limb
movement is understood in some detail. Studies of the firing of single cells in the
primary motor cortex show that activity for each neuron is highest for a particular
direction of movement (the preferred direction) and it decreases gradually with
directions further and further away (for reviews, see Georgopoulos, 1997,
Georgopoulos et al., 1986). Different neurons “prefer” different directions, and
the firing is genuinely related to the direction of movement rather than the spatial
location of the endpoint. Thus, a neuron would fire equivalently with different
starting and ending positions assuming the direction is the same (Georgopoulos
et al., 1985).

Frontal eye
field (BA 8)

Anterior prefrontal
cortex

Lateral premotor
cortex (BA 6)

Prefrontal cortex
(dorso-lateral)
o

Prefrontal cortex
(ventro-lateral)

Supplementary motor
area (SMA, medial
premotor, BA 6)

Primary motor
cortex (BA 4)

Primary motor
cortex (BA 4)

Prefrontal cortex Anterior
{medial and orbital) cingulate
Lateral view Medial view

Anatomical and functional divisions of the frontal lobes. Broadly speaking, the primary motor cortex initiates voluntary
movements, the premotor regions are involved in online coordination of movements; and the prefrontal regions plan and select

actions according to goals.
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One computational issue raised by these
findings is this: how do the neurons decide on a
single movement to execute given that lots of
different neurons with lots of different preferred
movements will be active at a given point in time?
One possible solution could be that the most active
neuron(s) at that point in time is the one that
dictates the actual movement (i.e. a winner-takes-
all solution). This idea is unsatisfactory, because
movements tend to be very precise whereas the
coding of preferred direction is broad (e.g. a
neuron with a preferred direction of 70 degrees
would still respond strongly at 60 and 80 degrees).
This idea also turns out to be empirically incorrect.
The direction of the resultant movement appears
to be computed by summing together the vectors
(i.e. degree of activity multiplied by preferred
direction) of a whole population of neurons (the
so-called population vector).

Each line represents the preferred direction of many neurons in
. the primary motor cortex, and their length represents the amount
Frontal eye fields of firing. The population vector, calculated for eight different
directions, is the gray line and this predicts the direction of

Voluntary movement of the eyes is not determined
movement.

by ,the primary motor cortex but by a separate From Georgopoulos.et al., 1983, with kind permission of Springer Science
region of the frontal lobes known as the frontal eye  and Business Media.

fields (FEFs, Brodmann’s area 8). Stimulation of
this region in monkeys with microelectrodes
results in movement of the eyes (Bruce et al.,
1985). The separation of body and eyes may
reflect the different nature of the input signals that
guide movement: eye movement is primarily
guided by external senses (vision and hearing)
whereas skeletal-based movements rely more
heavily on proprioceptive information concerning
position of the limbs (derived from parietal
regions). Studies in monkeys shows that the FEF
is activated rapidly (within 100 ms) following a
visual stimulus (Lamme & Roelfsema, 2000).
Moreover, electrical stimulation of the FEF can

The primary motor cortex controls movement in different
parts of the body. Areas governing different parts of the
body are arranged spatially (somatotopic organization)
but do not strictly reflect the spatial arrangement of the
body.

From Penfield and Rasmussen, 1950.




enhance activity within primary visual cortex in the presence of a visual stimulus
and it can increase activity in higher (extrastriate) visual regions even in the
absence of a visual stimulus (Ekstrom et al., 2008). This is another example, of
the action system influencing cognition (in this case, visual attention) rather than
being a mere endpoint of cognition.

The direction of resulting limb movement can be computed from measurements in fewer than 100
cells (Salinas & Abbott, 1994). This holds out the promise of being able to use this information to
guide an artificial limb in patients with amputated or paralyzed limbs (Chapin, 2004). In recent
years, this has been demonstrated in a small number of human patients. One study demonstrated
that two tetraplegic patients could exert some control over the speed and direction of movement of
a computer cursor based on recording of motor cortical activity from 96 neurons in the dominant
hand area (Kim et al., 2008). The patients in this study had an inability to move all four limbs
arising from brainstem stroke and motor neuron disease. Subsequent studies have shown that
tetraplegic patients are able to move a robotic arm for reaching and grasping including, in one case,
to drink from a bottle (Hochberg et al., 2012).

A tetraplegic patient drinks from a bottle using a robotic arm controlled by electrical recordings from her primary motor
cortex.
From Hochberg et al., 2012. © Nature.
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Lateral and medial premotor cortex

The area immediately in front of the primary motor cortex is termed the premotor
cortex. In contrast to the primary motor cortex, electrical stimulation of the
premotor cortex does not result in movement per se, but rather modulates the
activity of the primary motor cortex (Shimazu et al., 2004). Many studies have
drawn attention to the different roles played by the lateral premotor cortex and
the medial premotor cortex (also known as the supplementary motor area, SMA)
(Goldberg, 1985; Passingham, 1988). Whereas the lateral premotor cortex has
been associated with acting objects in the environment (e.g. reaching for a coffee
cup), the SMA has conversely been associated with dealing with spontaneous,
well-learned actions, particularly action sequences that do not place strong
demands on monitoring the environment (e.g. playing a familiar tune on a musical
instrument). This functional difference reflects the different anatomical
connections of these regions. The lateral premotor cortex receives visual signals
via the parietal cortex (the so-called dorsal route in vision), whereas the medial
premotor cortex (SMA) receives strong proprioceptive signals concerning the
current position of the limbs.

In one experiment, TMS was delivered to three frontal regions in three
conditions: “simple” button presses (pressing the same key over and again),
“scale” button presses (pressing consecutive buttons as in a musical scale), and
“complex” button presses (as in playing a

KEY TERMS

Premotor cortex

The lateral area is
important for linking
action with visual objects
in the environment; the
medial area is known as
the supplementary motor
area and deals with self-
generated actions.

Supplementary motor
area (SMA)

Deals with well-learned
actions, particularly action
sequences that do not
place strong demands on
monitoring the
environment.

prelearned musical piece). TMS over the SMA
disrupted the sequence in the “complex” condition
only, whereas TMS over the primary motor cortex
affected both “complex” and “scale” action
sequences; TMS over the lateral prefrontal cortex
had no effects (Gerloff ef al., 1997). Gerloff et al.
(1997) suggested that the SMA has a critical role
in organizing forthcoming movements in complex
motor sequences that are rehearsed from memory
and fit into a precise timing plan.

If the SMA is important for implementing

internally generated actions, the lateral premotor

region is more important for producing move-

ments based on external contingencies (e.g. “pull
a handle if the light is blue, rotate it if it is
red”). In the monkey, lesions in this area prevent

these kinds of associations being formed but Scale rTMS
without loss of basic sensory or motor abilities
B - 5 T
e 3 3 T ¥ 3 = a2 3 = i 3 =

Gerloff et al. (1997) contrasted three different types of
action sequence: repetitive movements of the same
finger (top), a regular pattern of finger movements as in
a scale (middle), and an irregular memorized pattern of
finger movements (bottom). Only the latter condition was

) ) Complex rTMS
disrupted by TMS applied over the supplementary motor ]
area. This suggests that this region is critical for 3 I 3 3 3
coordinating complex learned movement patterns. i — 3 |13 = 3 —t— BER
From Gerloff et al., 1997. Reprinted by permission of Oxford - I = - =

University Press.
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(Passingham, 1988). Single-cell recordings in the monkey also show that neurons
in the lateral premotor region respond when movement is required to an external
cue, but not to spontaneous movements from memory, whereas the opposite is
true for the SMA (Halsband ef al., 1994). Lateral premotor regions are also
considered to contain a “vocabulary” of actions (e.g. tearing, grasping) that have
both a sensory and motor component (Rizzolatti et al., 1996). These will be
discussed later in terms of mirror neurons and sensorimotor transformation.

Prefrontal contributions to action

Prefrontal regions lie to the front of premotor regions and are principally involved
in planning and higher aspects of the control of action. Unlike premotor and motor
regions, prefrontal regions are involved extensively in higher cognition more
generally rather than action specifically. Premotor regions have a primary role in
preparing actions (to internally or externally triggered events), while the prefrontal
region mediates their selection and maintains the goal of the action. For example,
recordings of single neurons in the monkey prefrontal cortex show that they
may respond to the rule that is being followed (e.g. “match the triangles” or
“match the circles”) rather than the mechanics of the movement being performed
(White & Wise, 1999). Similarly, when monkeys are trained to move a cursor
through a maze using joystick movements, prefrontal neurons respond to the
predicted sensory consequences (e.g. cursor moves up) rather than the limb
movements per se (Mushiake ef al., 2006). The primary motor cortex shows the
opposite pattern.

The study of Frith et al. (1991) provides a good illustration of prefrontal
function in humans. Participants were required to generate finger movements that
were either predetermined (i.e. move the finger that is touched) or in which the
participant could freely choose which finger to move. Note that the actual motor
response is identical in both tasks. Nevertheless, the dorsolateral prefrontal cortex
showed greater activation in the free choice task, suggesting that it is involved in
“willed” or intentional aspects of action (for a review, see Jahanshahi and Frith,
1998). Its role may extend to the open-ended selection of responses more generally.
Similar activation was found when participants

were asked to generate any word from a specified
letter (“S” or “F”) in contrast to producing a
predetermined word (Frith et al., 1991).

The function of the prefrontal cortex is by
no means specific to action. For instance, it is

Medial

involved in holding things in mind (working
memory) and in the control of cognition/behavior
(executive functions). Nevertheless, one of the

Activation in the (a) left dorsolateral prefrontal cortex and
(b) anterior cingulate, when participants generate words
beginning with S or F relative to being given the words
(top), and when participants choose which finger to
move relative to being instructed which to move
(bottom). These regions may be important for response
Lateral selection and willed action.

Redrawn from Frith et al., 1991. Royal Society of London.
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most influential models of executive function (the SAS model of Norman and
Shallice, 1986) was initially put forward to explain action errors and, as such, will
be introduced next.

Evaluation

The movement and action system of the frontal lobes is hierarchically organ-
ized. The primary motor cortex is essential for the execution of voluntary
movements. The premotor cortex is important for the preparation of actions, and
may be functionally subdivided into actions that are elicited by external cues
(lateral premotor) or that are internally generated (medial premotor, SMA).
The prefrontal cortex is involved in the selection of actions and their corresponding
goals.

PLANNING ACTIONS: THE SAS MODEL

Damage to prefrontal regions does not impair the movement or execution of
actions per se. Instead the actions themselves become poorly organized and do
not necessarily reflect the goals and intentions of the individual. For example, a
patient with damage to the prefrontal cortex may repeat an action that has already
been performed and is no longer relevant (called perseveration), or might act
impulsively on irrelevant objects in the environment (called utilization behavior).
An example of this, in the acute phase of a stroke, was described by Shallice
et al. (1989, p. 1588):

KEY TERMS

Perseveration
Repeating an action that
has already been
performed and is no
longer relevant.

Utilization behavior
Impulsively acting on
irrelevant objects in the
environment.

the patient was found early in the morning
wearing someone else’s shoes, not apparently
talking or responding to simple commands,

but putting coins into his mouth and grabbing
imaginary objects. He went around the house, l
moving furniture, opening cupboards and
turning light switches on and off. Contention scheduling system
Norman and Shallice (1986; see also Cooper
& Shallice, 2000) proposed a model to explain infs:rr:ns{;gon . E;:;eg:sr
=Y

goal-driven action. The model is called the SAS = . .

or “Supervisory Attentional System” and has

subsequently been applied to explain the control .

of cognition more generally. One of the key
distinctions that they make is between actions that
are performed automatically (with minimal

Supervisory attentional system

awareness) versus actions that require attention

and some form of online control. For example, In the supervisory attentional system (SAS) model, contention
when driving it may be possible to change gears, scheduling selects the most active schema. The activation of
stop at traffic lights, turn corners, and so on in a schemas depends partly on the environment (derived from
kind of “autopilot” mode. In fact, drivers often sensory input) and partly on the biasing influence of current and

have no recollection of having gone through traffic
lights, even though they know that they must have
done so. These actions may be using well-learned

From Humphreys and Forde, 1998.

future goals (derived from the SAS component).
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KEY TERMS

Schema

An organized set of stored
information (e.g. of
familiar action routines).

Contention scheduling
The mechanism that
selects one particular
schema to be enacted
from a host of competing
schemas.

Frontal apraxia
Failure in tasks of routine
activity that involve
setting up and
maintaining different
subgoals, but with no
basic deficits in object
recognition or gesturing
the use of isolated
objects (also called
action disorganization
syndrome).

schemas and are assumed not to require SAS control. By contrast, imagine that
you are required to reverse into a narrow space, or that you are diverted down an
unfamiliar route. Situations such as these may require an interruption of automatic
behavior or setting up a novel action sequence and these are assumed to require
intervention of the SAS.

The SAS model contains a number of different components. Familiar actions
and action routines may be stored as schemas. For example, specific objects (e.g.
chopsticks, hammer) may have their own action schema (in this case, a motor
program). Specific tasks (e.g. making tea) may be stored as a hierarchical collection
of schemas (sometimes called scripts). In many respects, this organization of
actions into abstract scripts and object-based schemas is akin to the distinction
between syntax and word-based knowledge in language and, as with language,
there is a debate about the extent to which action-based semantics and syntax are
separable (Patriot et al., 1996; Zanini et al., 2002).

Contention scheduling is the mechanism that selects one particular schema
to be enacted from a host of competing schemas. The idea of competition between
schemas is the key part of this model. Schemas can be activated by objects in the
environment (e.g. a hammer will activate its own particular schema). Schemas
also receive biasing top-down activation from the SAS system that represents
information about the needs of the person. If these two sources of activation are
summed, then the most appropriate schema (i.e. that satisfies the current needs
and is consistent with the environmental reality) should have the highest activation.
This schema will then be selected by the contention-scheduling mechanism and
translated into a specific action. As such, there is no need for a special entity with
decision-making powers (i.e. a homunculus) as the decision to act is directly
determined by the activation levels of schemas.

The action errors made by patients with prefrontal lesions can be explained
by this model if one assumes that there is an imbalance in the type of information
that enters into the contention-scheduling process. Utilization behavior can be
accounted for by assuming that schemas are activated solely by environmental
cues without any SAS regulation. Repetition of the same action (perseveration)
is accounted for by assuming that activated schemas are not deactivated when they
are no longer relevant to the current goal, or that the goal itself is not changed
once it has been successfully accomplished.

Damage to the frontal lobes can also lead to what some researchers have
termed frontal apraxia (Schwartz et al., 1995), or action disorganization syndrome
(Humphreys & Forde, 1998). This is characterized by failure in tasks of routine
activity (e.g. making tea) that involve setting up and maintaining different subgoals
(e.g. boil kettle, add sugar), but with no basic deficits in object recognition or
gesturing the use of isolated objects. This disorder has been variously explained
as damage to the scripts themselves (Humphreys & Forde, 1998), to the online
maintenance of scripts (Sirigu et al., 1995) or to some combination of these
(Schwartz et al., 1995). In many ways, the errors of these patients reflect those
associated with “lapses of attention” in us all. Reason (1984) documented many
everyday action slips, including putting a match in the mouth and striking the
cigarette instead of vice versa.
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Evaluation

Damage to the prefrontal cortex does not prevent movement, but instead can
produce actions that are disorganized, inappropriate, and/or unintentional. This
set of behaviors has frequently been characterized as a dysexecutive syndrome.
The syndrome affects the control of thoughts as well as actions and can be
accounted for within the SAS model. This model makes an important distinction
between automatic actions and those requiring attention and online control.

OWNERSHIP AND AWARENESS OF ACTIONS

Our voluntary actions appear, at least introspectively, to have at least two elements:
an intention/decision to act, and the execution of that action. The fact that one
holds in mind an intention to act enables some degree of ownership to be asserted
over that action. It also provides the foundation for the notion of having social
responsibility for one’s actions. However, the concept of intentions is not
straightforward to pin down in neuroscientific terms, and there is even some
evidence that appears to suggest that our conscious intentions occur after a
decision (unconscious) to act has been made.

Libet ef al. (1983) recorded EEG activity from the scalp above the primary
motor cortex and the SMA when participants simply pressed a key “whenever
they felt the urge to.” The exact time at which the key was pressed could be
recorded from an electrical signal from the wrist movement. In addition,
participants reported the time at which they were first aware of wanting to move.
This was achieved by noting the position of a hand on a gradually rotating clock
face. Libet and colleagues found that the EEG activity (or readiness potential)
started several hundred milliseconds before the participants reported an intention
to act. The results appeared to suggest that the brain had made an unconscious
commitment to act before participants experienced a conscious intention to act.
One strong interpretation is that “free will” (i.e. the feeling that “I” decide my
own actions) is something of an illusion.

Haggard and Eimer (1999) identified which particular cognitive mechanism
is likely to be associated with the conscious intention. In their variation of the
experiment, the subject could freely choose either a left or right response, resulting
in a lateralized readiness potential over the opposite hemisphere. Their results
suggested that awareness of intentions is related to selection of a specific
movement (left or right) rather than a generalized intention to act. This finding is
also consistent with the data discussed above that suggest that willed action may
be functionally related to response selection in conditions in which the response
is essentially arbitrary (e.g. which finger to move) or is drawn from an open-ended
set of responses (e.g. which word to say) (Frith et al., 1991; Jahanshahi & Frith,
1998). Even after an urge to move, however, the participant may not be fully
committed to act and may still be able to suppress the action (Brass & Haggard,
2007). This suggests the operation of a late checking mechanism. An altogether
different account of the findings of Libet et al. (1983) has recently been offered
by Schurger et al. (2012). They suggest that the urge to act in this experiment
occurs when normal random fluctuations in motor activity happen to cross a
threshold, but that the earlier build-up neither reflects an unconscious intention
nor a commitment to act.
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The motor cortex generates
a readiness potential long
before the participant
declares an intention to act.
This challenges the classical
Cartesian view that the mind
controls the brain.

Redrawn from Haggard (2008.
Reprinted by permission of

Macmillan Publishers Ltd.
© 2008.

KEY TERM

Forward model

A representation of the
motor command (a so-
called efference copy) is
used to predict the
sensory consequences of
an action.

One way in which a sense of ownership over actions could be maintained is
by predicting the sensory outcomes of our actions. One influential class of model,
which links together action intention with action outcome, is forward models
(Wolpert et al., 1995). A simplistic example appears on p. 165 with respect to
somatosensation (similar pathways may exist for other senses). The main
assumption is that a representation of the motor command (a so-called efference
copy) is used to predict the sensory consequences of an action. For example,
tickling oneself feels less ticklish than being tickled by another person, because
we can use our own motor commands to predict what the sensation will feel like
(Blakemore et al., 1998). The motor command when one tickles oneself can be
used to predict what the sensation will feel like (and, hence, it is possible to
compensate for it). Another example comes from eye movements. When we move
our eyes the visual world appears static rather than moving, even though the image
on the retina changes considerably. In this instance the motor commands to move
the eyes is used to predict (and compensate for) changes in visual input. These
may arise via interactions between frontally based action systems, and structures
such as the cerebellum (Wolpert ez al., 1998) and superior colliculus (for sensory
consequences of eye movements, see Wurtz, 2008).
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the pathological hand of these patients
is seen to wander involuntarily, and to
perform purposeless movements. Often
the arm levitates spontaneously,
sometimes with tentacular movements
of the fingers

(Marchetti & Della Sala, 1998)

when G.C. had a genital itch, the right
hand scratched it vigorously, in view of
other people, causing considerable
embarrassment to the patient, who tried

right hand was the untrustworthy one
that “always does what it wants to do.”
(Della Sala et al., 1991, p. 1114)

The anarchic (or alien) hand syndrome. The eponymous
protagonist of the film Dr. Strangelove is a type of “mad
scientist,” whose eccentricities include a severe case of alien
to stop the right hand with her left. . .. hand syndrome—his right hand, clad in an ominous black
The patient considered the left hand to leather glove, occasionally attempts to strangle him.

be the one she could trust . . . while the  © Sunset Boulevard/Corbis Sygma.

In the anarchic or “alien” hand syndrome, the hand and arm of a patient may produce an
action such as grasping an object or interfering with the activities of the other hand that the patient
regards as unintentional. Although unintentional, the patient typically acknowledges that the arm
and action belong to them. Some of suggested that the terms “anarchic” and “alien” should refer to
situations in which the patient does and does not, respectively, acknowledge them as their own
(Della Sala et al., 1991). In common use, the term “alien” is used to denote both scenarios.

Assal et al. (2007) examined the neural basis of voluntary and alien movements using fMRI in
a patient with a right parietal lesion and left alien hand. Alien hand movements were associated
with activity in the right primary motor cortex. Voluntary hand movements also activated this region
but additionally recruited a wider network of action-related regions (right premotor, left prefrontal
cortex) suggesting that these are crucial for the feeling of intentionality over actions.

ACTION COMPREHENSION AND IMITATION

There are broadly two ways in which to reproduce the actions of another person.
The first way involves a shallow level of analysis. It is possible to reproduce an
action via sensorimotor transformations that do not make any inferences about
the goals and intentions of the actor; this is mimicry. The second way involves
observing the action, computing the goals and intentions of the actor and then
reproducing the actions oneself based on the goal. This is imitation proper and
it implies a deeper level of processing of the observed action. Aside from imitation,
another situation in which goals are shared between individuals is in joint action;
for example, when several people are lifting a heavy object or several people are
operating different parts of a machine (Sebanz et al., 2006).

KEY TERM

Imitation

The ability to reproduce
the behavior of another
through observation.
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KEY TERM

Mirror neuron

A neuron that responds
to goal-directed actions
performed by oneself or
by others.

(a) (b) (<) Use head
Use hands

100%
80% -
60%
40% -
20%

0%

Hands Hands
occupied free

Infants imitate the goal of actions rather than the motor aspects of actions. If the
experimenter presses a button with his or her head because their arms are occupied, the
infants “copy” the action by using their hands rather than heads—i.e. they appear to infer
that the experimenter would have used his or her hands to achieve the goal had they
been free.

From Gergely et al., 2002. Reprinted by permission of Macmillan Publishers Ltd. © 2002.

There is evidence to suggest that humans tend to reproduce the actions of
others by representing the goal state rather than by mimicry, particularly when
the action is more complex. Wohlschlager et al. (2003) found that, when asked
to “copy” the actions of another, there is a tendency to reproduce the goal of the
action (e.g. putting an object in a cup) rather than the means of the action (e.g.
which particular arm is used). Infants appear to imitate based on goals too
(Gergely et al., 2002). In this study, the infants watched an adult press a button
on a table by using their forehead. In one condition, the adult’s hands and arms
are bound up under a blanket, and in the other condition the adult’s hands are
free. When the adult’s hands are free, the infants copy the action directly—they
use their foreheads too. But when the adult’s hands are not free, the infants imitate
the goal but not the action, i.e. the infants use their hands rather than their head.
The implication is that the infants understand that the goal of the action is to press
the button, and they assume that the adult would have used his or her hands had
they been free.

Despite the fact that we use the verb “to ape” to refer to imitation and mimicry,
other primate species tend not to spontaneously imitate or do so only for rewards
such as food. After considerable training, chimpanzees (Custance et al., 1995),
but not macaque monkeys (Mitchell & Anderson, 1993), are capable of learning
a “do-as-I-do” game to produce complex arbitrary actions (e.g. grab thumb of other
hand). Chimpanzees raised in captivity tend to imitate the goals of an action rather
than simply reproducing the same movement with the same body part (Buttelmann
et al., 2007) in an adaptation of the human infant study by Gergely et al. (2002).

Mirror neurons

One of the most fascinating discoveries in cognitive neuroscience over the last
decade has been of the mirror-neuron system. Rizzolatti and colleagues found a
group of neurons in the monkey ventral premotor cortex (area F5) that respond
both during the performance and the observation of the same action (di Pellegrino
etal., 1992; Rizzolatti et al., 1996). Thus, the response properties of mirror neurons
disregard the distinction between self and other. It responds to actions performed
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by the experimenter or another monkey as well as
to actions performed by itself. The response
properties of these neurons are quite specific. They
are often tuned to precise actions (e.g. tearing,
twisting, grasping) that are goal-directed. They
do not respond to mimicked action in the absence
of an object, or if the object moves robotically
without an external agent. This suggests that it is
the purposeful nature of the action rather than the
visual/motoric correlates that is critical. By
contrast, other regions such as superior temporal
sulcus (STS), also respond to specific movements
of body parts but have a purely visual component
(Perrett et al., 1989).

Moreover, mirror neurons respond if an
appropriate action is implied as well as directly
observed. Umilta and colleagues (2001) com-
pared viewing of a whole action with viewing
of the same action in which a critical part (the
hand—object interaction) was obscured by a screen.
Their findings suggest that the premotor cortex
contains abstract representations of action inten-
tions that are used both for planning one’s own
actions and interpreting the actions of others.

The evidence above is derived from non-
human primates. What is the evidence that humans
possess such a system? The human analogue of
area F5 is believed to be in Broca’s area (specific-
ally, in Brodmann’s area 44) extending into the
premotor area (Rizzolatti et al., 2002). This region
is activated by the observation of hand move-
ments, particularly when imitation is required
(Tacoboni et al., 1999), and also the observation
of lip movements within the human repertoire
(e.g. biting and speaking, but not barking; Buccino
et al., 2004). Moreover, TMS applied over the
primary motor cortex increases the amplitude of
motor-evoked potentials elicited in the hands/arms
when participants also observed a similar action
(Strafella & Paus, 2000). This suggests that action
observation biases activity in the primary motor
area itself.

Subsequent research has found mirror
neurons in other parts of the macaque brain, but
they do not necessarily have the same functional
properties as those described in the premotor
cortex. The primary motor cortex itself contains
neurons with motor and visual properties but they
respond to the mechanics of particular movements
(by showing tuning to preferred directions of
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This neuron responds to the rotating action of an object in the
experimenter’s hands (a) or when the monkey rotates the object
held by the experimenter (b), but not during grasping without
rotation (c). Notice that the neuron is even sensitive to the
direction of rotation (responding counter-clockwise, not
clockwise).

Adapted from Rizzolatti et al., 1996.
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¢ Did human language evolve from hand gestures? The human
homologue of monkey area F5 is Broca’s area (Rizzolatti & Arbib,
1998)—an area traditionally associated with language.

* Are mirror neurons important for being able to empathize with others,
by internally simulating their behavior (Gallese, 2001)?

* Do individuals with particular difficulties in understanding others (e.g.
autistic people) have impaired mirror-neuron systems? Dapretto et al.
(2006) present fMRI evidence to suggest that autistic people have
lower activity in the mirror system when imitating and observing
expressions, but others have questioned whether this can explain the
range of autistic behaviors (Southgate & Hamilton, 2008).

movement) rather than more abstract features such as goals (Dushanova &
Donoghue, 2010). In contrast, mirror neurons in the parietal lobe tend to be more
sensitive to the wider context in which an action is situated, for instance responding
to a grasping action differently depending on whether the subsequent goal is to
eat it or put it in a container (Bonini ef al., 2010).

ACTING ON OBJECTS

This chapter has, so far, only considered in detail the role of the frontal lobes in
some of the highest levels of action processing—namely, action planning and
organization, the intention to act and comprehending the actions and intentions
of others. The remaining sections will deal with topics related to how specific
actions are put into place and enacted. This involves, among other things, an
appreciation of where things are in space and what certain objects (e.g. tools) can
be used for. The parietal lobes appear to be specialized for this type of information.

“What” versus “how”: the dorsal and ventral
streams reconsidered

Ungerleider and Mishkin (1982) first described two routes of visual processing,
which they labeled the “what” route (or ventral stream from occipital to temporal)
and the “where” route (or dorsal stream from occipital to parietal). Goodale and
Milner (1992; Milner & Goodale, 1995) have offered a somewhat different
characterization of these routes in terms of “what” versus “how.” In doing so, they
placed an emphasis on output requirements (identification verses action) rather
than input requirements (identity versus location). As they noted, we do not reach
to locations in space but to objects. These arguments over labeling are not critical
to the present discussion, and the term sensorimotor captures both the “how” and
“where” nature of the dorsal stream adequately.

Damage to dorsal versus ventral streams has different consequences for
action. First of all, consider damage to the ventral route, running along the inferior
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temporal lobes. Patient DF has visual agnosia that impairs her ability to recognize
objects from vision, despite intact basic visual processes. Milner and colleagues
(1991a) presented DF with a letter box in which the orientation of the slot could
be rotated. DF had difficulty in matching the orientation of the slot to visually
presented alternatives. However, when asked to post a letter she was able to reach
toward the slot and orient her hand appropriately. This suggests a dissociation
between visual perception (based on the impaired ventral stream) and visual control
of action (using the spared dorsal stream). When DF was given a more complex
T-shaped object and slot, she was still fairly accurate, but she did make some
errors, which tended to be at 90 degrees. This suggests that her action is driven
by orientation of a single edge. Thus the dorsal route cannot adequately integrate
different edges into whole objects (Goodale et al., 1994).

Turning next to impairments of the dorsal stream—some patients with damage
to the parietal lobe have deficits in acting toward objects in space. However they
do not (unlike DF) have problems in recognizing single objects. Optic ataxia is
a symptom arising from damage to the occipitoparietal junction (Karnath &
Perenin, 2005). These patients are unable to accurately reach toward objects
under visual guidance. Perenin and Vighetto (1988) argue that this reflects a failure
to transform visual perceptual information into appropriate motor commands.
For example, when acting toward an oriented slot

KEY TERM

Optic ataxia

An inability to use vision
to accurately guide
action, without basic
deficits in visual
discrimination or voluntary
movement per se.

their hands may be oriented incorrectly or they
may miss the slot altogether (a double dissociation

with the visual agnosia patient, DF). The deficits Perceptual
would sometimes be restricted to a particular hand ﬁ:;‘:?;?;g’”
(typically the hand opposite the side of the lesion)

or even a particular hand when it was in a

particular half of space. The latter suggests that it

is unlikely to be purely motoric (because the “bad”

hand functions well in the “good” side of space)

or purely visual (because the “good” hand func-

tions well in the “bad” side of space) but due to a YLS:;?;;’EW

failure to integrate the two (when the “bad” hand
is in the “bad” side of space).

Action deficits may depend on the type of
action required. For example, grasping may re-
quire greater processing of object-based properties

DF

than reaching or pointing (Jeannerod, 1997).
Neglect patients with damage to the dorsal stream
may show a rightward bias when asked to point

to the center of a rod, but, if asked to pick the

rod up between thumb and forefinger, they may
do so in the center of the rod (Robertson et al.,
1995). In this instance, the act of grasping may

lead to more efficient processing of the object

Control

coordinates than reaching.
Interestingly, dissociations between vision for

Can the hand “see” better than the eye? Patient DF can
accurately post objects through slots even though she cannot

action and visual perception have been found in report the orientation of the slots from vision. With more complex
the normal population. Certain visual illusions, objects (e.g. T-shaped), she appears to use single orientations to

such as the Ponzo or railway track illusion and the  guide action.

Titchener circles illusion, result in physically Adapted from Milner et al., 1991a and Goodale et al., 1994.
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(a)

(b} (]

Optic ataxia may arise following lesions to either the left or right parietal lobe (often affecting
the opposite hand), and results in both misreaching (c) and hand posture problems (b); the
correct solution is shown in (a). It reflects an inability to link visual and motor information

together.

Top: from Perenin and Vighetto, 1988. Reprinted by permission of Oxford University Press. Bottom: from
Karnath and Perenin, 2005. Reprinted by permission of Oxford University Press.

m

The Titchener circle (above) and Ponzo (railway track; below)
illusions affect perception but not action. When a subject is asked
to pick up the central circle or horizontal rod, the grip aperture
more closely resembles the true rather than the distorted size.

identical objects being perceived as different in
size. If one is asked to pick up the size-distorted
object (e.g. a poker chip in the Titchener illusion),
then the grip aperture between thumb and finger
is not influenced by the illusion (Aglioti et al.,
1995; Jackson & Shaw, 2000).

In summary, evidence from brain-damaged
individuals points to specialized visual mechan-
isms that guide action. Studies of single-cell
recordings in primates shed light on the nature of
the underlying mechanisms at the neural level.

Neural mechanisms of
sensorimotor transformation

Different types of information need to be linked
to enable sensorimotor transformation. This
section will consider three broad ways in which
neurons code information relevant to this process.
Most of the evidence comes from primate single-
cell recordings.
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Neurons that code specific types of actions

The neurons located in area F5 of the macaque are interesting not only for their
mirror properties (i.e. they represent the actions of both self and others), but also
for the specificity of the actions they represent. The specificity of coding varies
and is often referred to as strictly congruent or broadly congruent depending on
the size of the repertoire of actions that they respond to. Rizzolatti and Luppino
(2001) describe them in terms of an action vocabulary, including grasping, holding
and tearing. For example, a neuron that responds to performed finger movements
for grasping may not discharge for scratching. Other neurons may be specialized
for different types of hand shaping (e.g. precision grip, whole-hand prehension).
The advantage of having a stored repertoire is that the brain does not have to
compute certain aspects of the action each time, and may also enable certain types
of action to become associated with familiar objects.

Neurons that code action-relevant properties of objects

Murata et al. (2000) studied neurons in an area of the parietal lobe, called anterior
intraparietal area (AIP), in which neurons respond selectively to certain shapes
(e.g. cylinder, sphere, cube), sizes and orientations. Representations such as these
provide a potentially suitable interface for the more general motor vocabulary in
areas such as the frontal lobe. This region has anatomical connections both to
motor regions of the frontal lobes (including the premotor area and frontal eye
fields) and, importantly to inferotemporal cortex of the visual ventral stream which
is involved in object recognition (Borra et al., 2008). This suggests that it is well
placed to act as a key hub in tool use.

Similar neural mechanisms may be found in humans, although the situation
is likely to be more complex because of the large range of man-made manipulable
objects that we use. In this instance, the use of familiar objects could be seen as
the learning of action parameters within the parietal-frontal network (Wolpert &
Ghahramani, 2000). An fMRI study in humans has also identified the AIP area
as coding object shape for actions (Culham, 2004). The region shows greater
activity for grasping relative to reaching and does not respond to two-dimensional
object images. Using a tool to grasp, instead of using the hand itself in the normal
way, also activates area AIP and premotor cortex in humans (Jacobs et al., 2010).
Given that these neural regions code relatively abstract properties of an action
(rather than the actual movement mechanics) they may enable transfer of skills
from hand to tool.

Neurons that code sensory information across different
modalities

Chapter 7 discussed how certain neurons, in the parietal lobes and elsewhere,
respond to information from different senses particularly when they represent the
same region of space. With regards to action, it may be particularly important to
integrate visual and proprioceptive information about the location of the body.
Graziano (1999) identified neurons in the macaque premotor regions that respond
to both the felt position of the arm (irrespective of whether the arm was covered
or in view) and the visual position of the arm (irrespective of whether it was the
monkey’s own arm or a stuffed arm in that position). If the arm was moved, then

KEY TERM

Anterior intraparietal
area (AIP)

A part of intra-parietal
sulcus that responds, in
particular, to manipulable
shapes or 3D objects.
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Almost everyone who has a limb amputated
will experience a phantom limb—a vivid
sensation that the limb is still present and,
in some cases, painful (for a fascinating
review, see Ramachandran and Hirstein,
1998). Phantom limbs can be explained
by plasticity in the brain. The neurons in
the brain that previously used to respond
to stimulation of the limb may instead be
stimulated by activation in nearby regjons
of cortex (perhaps representing other

parts of the body). This gives rise to an

This patient has one real arm and a phantom limb that is
immobile (i.e. the amputated arm feels as if it still exists and

feels paralyzed). When the patient looks in the mirror it illusory sensation that the limb has
creates the illusion that the amputated arm has returned and returned.
can move again. The nature of the phantom differs

significantly from one patient to another.
Some report being able to move the phantom (e.g. it may appear to be gesturing). The motor cortex
presumably doesn’t “know” that the limb is missing and continues to send commands. For other
patients, the limb may be immobile and potentially painful (this may relate to whether the limb was
paralyzed prior to amputation). Ramachandran and Rogers-Ramachandran (1996) report a clever
experiment, based on visual feedback, which enables such patients to reexperience movement in
the phantom and, in some cases, alleviate pain. The patient puts the intact arm into a box with a
mirrored side so that a second hand can be seen reflected in the position where the phantom is
felt. When asked to move both hands they can experience movement in the phantom based on the
visual feedback. This study illustrates the point that sensory (touch and vision) and motor
information is highly integrated in the brain.

the visual receptive field would move too. This suggests that vision was coded
relative to the body. This facilitates interaction with the external world irrespective
of changes in eye fixation. Similar neurons are also found in a region of the parietal
lobe known as the ventral intraparietal area, or VIP (Graziano et al., 2000)

The studies noted above provide the building blocks for a theory of how sensory
and motor systems may be interfaced. But, of course, the meaning of objects is
going to be as critical for determining how and when they are used. This is likely
to be especially important for humans. Whereas other species may use objects

KEY TERM found in their natural environments as tools, humans have created for themselves
Phantom limb a wide range of manipulable objects to perform specific functions, each with
The feeling that an specific associated actions. The next section considers how these may be

amputated limb is still

represented in the brain.
present.
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Tool use

A number of evolutionary developments appear to have facilitated the skilled use
of tools found in modern man. First, there is the freeing of the hands by walking
upright rather than on all fours that occurred around 6 million years ago. Second,
there is the development of the hands themselves, in which the thumb has become
much longer in humans relative to chimps. This facilitates a precision grip, such
as that used in picking up a peanut. Finally, there is the corresponding development
of the brain in terms of the disproportionate amount of space dedicated to
representing the hands. It is hard not to underestimate the impact that tool use has
had in terms of human beings’ mastery of the environment, from the deserts to
the poles. Note that the term tool is used broadly, not only to encompass hammers
and chisels, but also cups, pencils and so on. What distinguishes tools from other
classes of object (e.g. cats, clouds, carpets) is the fact that they have specific
gestures and functions associated with them.

Tools, like other classes of object, are represented in the brain at several levels:

* A stored visual representation of the shape of the object that is computed by
the visual ventral stream (or inferotemporal cortex, IT, in monkeys).

* A semantic representation of the object linked to medial and anterior temporal
lobes.

* A volumetric representation of the tool that has both visual and motoric
components related to grasping. This may correspond to area AIP in the
parietal lobes (discussed previously).

* A motor-based component that stores the conventional gestures associated
with the tool.

It is the latter that distinguishes tools from most other objects. A number of
lines of evidence suggest that the store of object-based actions is located in the
left inferior parietal lobe. Chao and Martin (2000) compared activity (fMRI) when
viewing tools relative to other classes of objects and found activity in both the
left inferior parietal lobe and Broca’s area. Rumiati and colleagues (2004)
examined object-based action more directly by asking participants to generate
actions while being scanned. They used the factorial design depicted below, in
which participants were presented with either static objects or actions (without

Stimulus shown

Object Action

Manual object—action action—action
/ action {pantomime) (imitation)
Output
requ?red Approximate area in left
\ Verbal  object—name action—name inferior parietal lobe

related to object-based
actions

naming (object naming) (action naming)

Rumiati et al. (2004) compared the brain activity when participants were asked to generate
actions or name actions from either an object or action. They found a region in the left
inferior parietal lobe that appears specific to object-based action in their “pantomime”
condition.

The thumb of humans has
evolved to be considerably
longer than that of the
chimp’s, enabling precision
grip. Acheulean tools dating
from 1.5 million years ago
found in central-East Africa.

Stone tools: John Reader/Science
Photo Library.

KEY TERM

Tool

An object that affords
certain actions for
specific goals.
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KEY TERMS

Ideomotor apraxia

An inability to produce
appropriate gestures
given an object, word or
command.

Affordances
Structural properties of
objects imply certain
usages.

the object) and were required to either gesture the appropriate action or produce
the name of it. Producing an action from a static picture of an object (called
pantomiming) was found to be particularly associated with the left inferior parietal
lobe and a left lateral premotor region, after controlling for other factors (e.g. object
recognition).

Consistent with the imaging data, some patients with damage to the left
parietal lobe may be unable to produce appropriate actions on command given
either an object (e.g. an iron), a word (e.g. “iron”) or a command (e.g. intransitive
gestures such as “waving goodbye”). These patients are traditionally classified as
having ideomotor apraxia (Gonzalez Rothi et al., 1991; Liepmann, 1905). When
assessing for ideomotor apraxia, it is important to establish whether the patient
can copy meaningless actions (e.g. holding the left palm upwards). Failure on such
a task would imply a more general deficit of sensorimotor transformation that is
not strictly related to the learned use of objects (Schwoebel et al., 2004).

An important debate in the literature concerns the extent to which semantic
representations of objects are critical for the production of object-related gestures.
Semantic representations specify abstract conceptual knowledge of words and
objects that are neither sensory nor motoric in nature. Some studies have reported
surprisingly good use of pantomiming or performance of routine actions in the
face of poor semantic knowledge (Beauvois, 1982; Lauro-Grotto et al., 1997). This
poses a challenge to a simple model in which retrieval of actions is contingent
on the retrieval of semantic knowledge, because this would predict that loss of
semantic knowledge of objects should produce a comparable difficulty in
generating actions for those objects.

There are a number of ways of modifying this basic model to account for this
and these different options need not be mutually exclusive. First, one could
fractionate semantic knowledge itself into separate stores with a separate, impaired,
store of functional knowledge in these patients (Beauvois, 1982). A second
possibility is to suggest that there is a direct route from the structural descriptions
of objects to their actions that bypasses semantic memory altogether (Riddoch
et al., 1989). Evidence for this comes from the fact that disrupting regions
involved in core aspects of semantic memory (anterior temporal lobes) using TMS
does not interfere with decisions about how tools are manipulated (how held, how
moved) but does interfere with judgments about their functions (e.g. for eating,
cutting). Conversely, TMS over the left inferior parietal lobes produces the
opposite pattern (Ishibashi ez al., 2011).

A third possibility is that there could be a mechanism that links together
sensory and motor properties of objects that is independent of their conventional
usage. For example, semi-spherical shapes may imply a container, a handle may
imply grasping and a sharp edge may imply cutting. Gibson (1979) has referred
to these as affordances. Patients with semantic dementia lose their semantic
knowledge of objects but are still able to act on objects using affordances. The
degree of semantic impairment (as assessed via naming and matching tasks,
e.g. match a bottle to a glass) was found to be related to the level of impairment
in tool use for those same items (Hodges et al., 2000). Despite being unable to
produce conventional actions, many errors suggested intact affordances. For
example, one patient correctly held the scissors by the handle rather than the blade
but did so bimanually (plausibly correct) rather than unimanually (conventionally
correct). The patients could copy actions performed by the experimenter and use
novel tools (e.g. the test of Goldenberg and Hagmann, 1998). This suggests that
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Some patients can gesture the use of objects despite poor understanding and naming ability for those objects. This can be
explained in three ways: fractionated semantic knowledge (a), direct links between stored object and action representations
(b), or affordances related to non-arbitrary correspondences between visual features and motor commands (c).

the deficits were truly object related. These object-based affordances may account
for the fact that many ideomotor apraxic patients perform better when given the
actual objects rather than producing the actions simply from memory.

Is left hemispheric dominance for tool use related to language
laterality or handedness?

One long-standing question is why object-based actions should reside pre-
dominantly in the left hemisphere of humans (no such bias has been found in other
primates). One possibility dating back to the work of Liepmann (1905) is that it
reflects the fact that the majority of people are right-handed for tool use. Recent
functional imaging studies of left-handers have shed light on this. Regions of the
left hemisphere involved in tool use (area AIP and ventral premotor cortex) are
activated to the same degree in left-handers and right-handers, irrespective of
which hand is used, and irrespective of whether the action involves tool use
or hand-based grasping (Martin ez al., 2011). However, left-handers do show more
bilateral activity in the equivalent right hemispheric regions. This suggests that
handedness is a factor, but it is not simply the case that left-handed and right-
handed people are mirror images of each other in terms of brain activity when
they use tools.

One possibility is that the apparent bilateral pattern in left-handers is due to
differences in language dominance rather than handedness itself. Left-handers
tend to show more variability in which hemisphere is dominant for language
production (either right, left, or mixed dominance), whereas right-handers are
almost always left-hemispheric dominant (Rasmussen & Milner, 1977). When left-
handers are assessed for language dominance (assessed by silently generating
words) then parietal regions relating to praxis (assessed by generating gestures to
words, e.g. “cutting”) tend to be lateralized to the language dominant hemisphere



188 THE STUDENT’'S GUIDE TO COGNITIVE NEUROSCIENCE

(Kroliczak et al., 2011). Thus language rather than handedness per se seems to
be the main determinant of hemispheric asymmetry for tool use. It is less clear
which aspects of language (speech production, conceptual knowledge, etc.) are
most relevant to the association.

Evaluation

The human brain contains a store of object-dependent actions that may reside in
the left inferior parietal lobe and are impaired in ideomotor apraxia. These actions
may normally be accessed from semantic representations of objects, but actions
can often be inferred from the non-arbitrary relationship between the structures
of tools and the functions they serve (affordances).

PREPARATION AND EXECUTION OF ACTIONS

Role of subcortical structures in movement
and action

The chapter so far has concentrated on cortical influences on action and movement.
However, subcortical structures have an important role to play particularly with
regards to the preparation and execution of actions. These structures may be
important for setting the particular parameters of the movement, such as the force
and duration of movement and for controlling the movement in progress. One
imaging study that highlights the different roles of cortical and subcortical
structures was conducted by Krams and colleagues (1998). In one condition,
participants were shown a hand position, given 3 sec to prepare, and were then
asked to execute it (PE condition). In another condition, they were required to
execute it as soon as it was shown (E condition), and in the final experimental
condition they were asked to prepare but not to execute (P condition). (The
baseline condition was viewing the hand movement without preparation or
execution.) The cerebellum and basal ganglia were found to be more active when
both preparation and execution were required (PE relative to P; also PE relative
to E). In contrast, the prefrontal cortex including Broca’s area was more active
when merely preparing to produce observed movements (P relative to PE; also P
relative to E).

The figure below summarizes the two main types of cortical-subcortical loop
involved in the generation of movement. One loop passes through the basal
ganglia and the other through the cerebellum. These loops have somewhat different
functions. The cerebellar loop is involved in the coordination of movements. It
may utilize a copy of the cortical motor commands to ensure that the desired
movement occurs accurately and occurs at the desired time (Ohyama et al., 2003).
For example, it is physiologically active during coordination tasks that require
one movement to be synchronized with another (Ramnani ez al., 2001). Moreover,
patients with cerebellum lesions produce tremulous movements that suggest that
they are unable to use information about the progress of the movement to update
the initiated motor program (Haggard ef al., 1995). Given this role, it is perhaps
not surprising that the cerebellum connects strongly with lateral premotor and
parietal regions involved in sensorimotor transformation.

The basal ganglia “loop” actually consists of around five different loops. Each
loop has essentially the same architecture (a set of interconnected excitatory and
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Two main types of subcortical loop are involved in movement generation. The cerebellar
loop (green) coordinates the timing and trajectory of movement using sensory and motor
information. The basal ganglia motor circuit (purple) regulates the excitability of frontal
motor structures (SMA) and biases the likelihood of movement and the nature of the
movement (e.g. the force).

inhibitory pathways) but projects to somewhat different structures in the basal
ganglia and in the cortex (Alexander & Crutcher, 1990). Of primary relevant here
is the so-called motor circuit that passes through dorsal regions of the basal ganglia
and projects to premotor areas and particularly strongly to the SMA. Other loops
target different regions of the frontal lobes and pass through different structures
in the basal ganglia and the thalamus: for instance, an oculomotor circuit projects
strongly to the frontal eye fields (FEF); a limbic circuit passes through more ventral
regions of the basal ganglia and projects to the orbitofrontal cortex, amygdala
and anterior cingulate; and other loops project to the lateral prefrontal cortex. These
different circuits modulate different aspects of behavior. The prefrontal loop
relates to the control of cognition, the oculomotor circuit relates to the control of
eye movements, and the limbic circuit is linked to reward-based learning. The
motor circuit itself appears to be particularly important for the initiation and
execution of internally generated movements (more so than cued movements),
sequencing of actions, and procedural learning. It is to be noted that the basal
ganglia do not generate the signals to execute a movement (this is achieved from
connections from the primary motor cortex down the brainstem to the spinal cord).
They function, instead, to modify activity in frontal motor structures and influence
the probability of movement and the nature of the movement (e.g. its amplitude).
The spinal cord makes connections between the brain and the muscles and
controls simple reflexive movements (e.g. to avoid sudden injury). Unlike the other
actions considered so far, reflexes can’t be construed as cognitively based. As well
as these descending fiber tracts, the spinal cord also contains ascending fibers that
provide sensory feedback about the state of the body and the fate of the executed
movement. For example, Patient GO lost these pathways from a severe peripheral
sensory disease (Rothwell ef al., 1982). Although he could make accurate
quick movements with appropriate force, his lack of sensory feedback meant that
he was unable to sustain motoric tasks. For example, when carrying a suitcase he
would quickly drop it unless he continually looked down to see it was there.
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KEY TERM Hypokinetic disorders of the basal ganglia:

. ) Parkinson’s disease
Parkinson’s disease

A disease associated with Parkinson’s disease affects about 0.15 percent of the total population and has
the basal ganglia and a mean age of onset at around 60 years. It was first described by James Parkinson
CIELEGEZ) o @) [EER in 1817 in his “Essay on the shaking palsy.” No single cause has yet been found,
self-initiated movement. . S
although in some cases a genetic link has been suggested. However, the
neuropathologic signs of the disease are well understood. Dopaminergic brain cells
are lost in the pathways linking the substantia nigra and basal ganglia (Brooks
et al., 1990). Dopamine agonists therefore tend to be used in the treatment of
Parkinson’s disease.

To understand the symptoms of Parkinson’s disease it is necessary to
understand the nature of the basal ganglia motor circuit in more detail. First of
all, it is important to recall the nature of inhibitory and excitatory pathways.
Imagine that two brain structures, “A” and “B,” connect such that “A” connects
to “B” (A — B). If the connection is inhibitory, then greater activity in “A”
produces less activity in “B.” If the connection is excitatory, then greater activity
in “A” produces more activity in “B.” The loops connecting the basal ganglia and
thalamus consist of a mix of inhibitory and excitatory connections that combine
together to form two complementary routes: a direct route that promotes action
(increases activity in the cortex) and an indirect route that inhibits action (decreases
activity in the cortex) (DeLong, 1990). These direct and indirect routes act like
an accelerator and brake in the initiation of action. Lesions of the connections
between the substantia nigra and the basal ganglia in Parkinson’s disease have a
net effect of increasing the output of the indirect pathway (the brakes) and
decreasing the output on the direct pathway (the accelerator). The net result is a
poverty of self-initiated movement.

Not all types of movement and action are affected equally in Parkinson’s
disease. For example, an ordinarily immobile patient may walk or run normally
in situations of risk such as fire, and the shuffling gait can be improved by
provision of lines on the floor over which the patients must step (Martin, 1967).

This suggests that there is not a simple movement
failure, but that there is a failure in self-initiating
the action that can to some extent be overcome by
external cues. The motor programs themselves
also appear to be preserved. For example, signa-
tures and handwriting style are preserved even
though the kinematics are impaired such that
writing is very slow and shrunken in size (a symp-
tom called micrographia; McLennan et al., 1972).
One common finding is that patients with Parkin-
son’s disease are relatively spared at initiating
actions in which the response is determined by
some property of the stimulus (e.g. left finger
if stimulus green, right finger if stimulus red),
but significantly impaired on simple reaction time
tasks (e.g. press a single button, or any button,
when the stimulus appears) (Evarts et al., 1981).

Michael J. Fox was diagnosed with young-onset Parkinson’s
disease in 1991. Upon disclosing his condition to the public in
1998, he has since committed himself to the campaign for
increased Parkinson’s research in a bid to uncover a cure. How are we to account for the relatively spared

© Lucas Jackson/Reuters/Corbis. actions? Recall that there is an additional
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Symptoms include the following (Beradelli et al., 2001):

* akinesia (lack of spontaneous movement)

¢ bradykinesia (slowness of movement)

* decay of movement sequences (walking degenerates to a shuffle)

» failure to scale muscle activity to movement amplitude

» failure to weld several movement components into a single action
plan

* rigidity

e tremor (when stationary).

subcortical route that bypasses the basal ganglia altogether and goes via the
cerebellum (note: this is not to be confused with the direct and indirect pathways,
both of which go through the basal ganglia). This route may be more involved in
actions specified by environmental cues, whereas the routes through the basal
ganglia are more involved with self-initiated actions associated with the
supplementary motor area (SMA). Functional imaging studies have shown that
patients with Parkinson’s disease have reduced frontostriatal activation during self-
initiated action but can show normal activation in externally triggered actions
(Jahanshahi ef al., 1995).

The pattern of spared and impaired action in patients with Parkinson’s disease
is also found in cognitive tasks with minimal motor requirements. This is perhaps
not surprising since the lesioned pathway (from the substantia nigra to the basal
ganglia) contributes to loops other than the motor circuit. Patients with Parkinson’s
disease perform poorly on tasks of executive function that involve the self-
initiation of cognitive strategies (Taylor et al., 1986). Brown and Marsden (1988)
used a variant of the Stroop test in which the subject must either name the INK
color (e.g. say “red” when the written word green is printed in red ink) or the
WORD color (e.g. say “green” when the written word green is printed in red ink).
Participants would either have to spontaneously switch between naming the ink
and naming the color or they would receive a written cue (INK or WORD) before
each trial. The patients with Parkinson’s disease were impaired on the uncued self-
initiated trails but not the cued trials.

Hyperkinetic disorders of the basal ganglia:
Huntington’s disease and Tourette’s syndrome

If Parkinson’s disease is characterized as a poverty of spontaneous movement
(hypokinetic), then a number of disorders exist that can be characterized as an
excess of spontancous movement (hyperkinetic). Huntington’s disease is a
genetic disorder with a well-characterized neuropathology (MacDonald et al.,
2003). The symptoms consist of dance-like, flailing limbs (chorea) and contorted
postures. The symptoms arise in mid-adulthood and degenerate over time. Many
of those condemned in the Salem witch trials of 1692 are now believed to have
suffered from the illness. Huntington’s disease arises because of depletion of

KEY TERMS

Hypokinetic
A reduction in movement.

Hyperkinetic
An increase in movement.

Huntington’s disease

A genetic disorder
affecting the basal
ganglia and associated
with excessive movement.
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KEY TERMS

Tourette’s syndrome

A neuropsychiatric
disorder with an onset in
childhood characterized
by the presence of motor
and/or vocal tics.

Obsessive-compulsive
disorder

An anxiety disorder
characterized by repetitive
thoughts and/or acts (e.g.
counting, cleaning).

inhibitory neurons in the early part of the indirect pathway linking the basal ganglia
with the thalamus (Wichmann & DeLong, 1996). The net effect of this lesion is
that the output of the indirect pathway (the brakes) is reduced, whereas the output
of the direct pathway (the accelerator) remains normal. This shift in the balance
of power promotes movement in general.

Tourette’s syndrome is characterized by excessive and repetitive actions
such as motor tics or vocalizations. Functional imaging (fMRI) of children with
Tourette’s revealed a correlation between tic severity and activation of the sub-
stantia nigra and cortical, striatal and thalamic regions in the direct (“accelerator™)
pathway during a cognitive task (Baym et al., 2008). The prefrontal cortex also
tends to be more activate in people with Tourette’s relative to controls in complex
motor and cognitive tasks (Jackson et al., 2011) and this is typically interpreted
as a compensatory mechanism to try to control the tics.

Tourette’s syndrome has similar characteristics and co-morbidity with
obsessive-compulsive disorder or OCD (Sheppard et al., 1999). This consists
of repetitive thoughts (obsessions) and/or actions (compulsions) such as cleaning,
counting or checking. The actions in OCD are clearly more complex than tics and
are, to some degree, voluntary in nature despite being unwanted and inappropriate.
The currently available evidence implicates the limbic circuit of the basal ganglia
(projecting to orbitofrontal cortex) in OCD rather than the motor circuit which
contributes to the movement disorders in Parkinson’s and Huntington’s disease.
Patients with OCD have increased functional connectivity (measured with fMRI)
between the orbitofrontal cortex and regions in the ventral basal ganglia (Harrison
et al., 2009). The orbitofrontal cortex is involved in behavioral flexibility and
responding to negative feedback. Patients with OCD show less activity in their
orbitofrontal cortex when learning that a previously rewarded response is no longer
rewarded (Chamberlain et al., 2008).

Symptoms include:

* motor tics (e.g. eye blinks, neck movements)
* echolalia (repeating someone else’s words)

* palilalia (repeating one’s own words)

e coprolalia (production of obscenities).

Evaluation

A number of circuits involving the cortex (notably frontal) and subcortical
structures are critical for the initiation and execution of movement. One circuit,
involving the cerebellum, is involved in coordinating the movement once initiated.
Another circuit, involving the basal ganglia, is involved in establishing self-
initiated movements. The basal ganglia loop contains two parallel pathways
known as the direct and indirect pathway that promote or reduce cortical
excitability. Disruptions in the direct and indirect pathways are implicated in a
number of movement-related disorders including Parkinson’s disease, Hunting-
ton’s disease, and Tourette’s syndrome.



SUMMARY AND KEY POINTS OF THE CHAPTER

* Action can be considered an outcome of a number of processes
working together in a concerted fashion. These processes include
selection and maintenance of goals; the identification of objects in
the environment and translation of their visuospatial properties into
motor commands; preparing movements; and executing and online
control of movements.

* The prefrontal cortex is involved in the highest stages of action
planning and cognitive control in general. The SAS model provides a
good account of action selection and its breakdown following frontal
lobe damage.

* The lateral premotor cortex may be involved both in the preparation of
action (particularly toward external objects) and in observing the
actions of others (using “mirror neurons”). This may be important for
imitation and skill learning.

* Visual processing of objects contains both a ventral stream (involved
in explicit object recognition) and a dorsal stream. The dorsal stream
codes action-relevant properties of objects (e.g. their absolute size,
position in egocentric space).

* The dorsal stream terminates in the parietal lobes, and parieto-frontal
networks are responsible for developing action plans based on the
current external reality and the goals of the individual (sensorimotor
transformation).

* Humans use a vast range of tools. Tool use may be achieved by
retrieving stored knowledge of objects and their actions via semantic
memory, or may be partially achieved using “affordances” based on
sensorimotor properties of objects. A difficulty in using objects is
referred to as apraxia.

* The preparation and execution of action is influenced by two main
subcortical circuits involving: (1) the cerebellum and (2) the basal
ganglia. The cerebellar loop is involved in the online coordination
of movement by comparing intended motor acts with sensory
outcomes.

* The basal ganglia regulate action via a balance of action-promoting
and action-inhibiting pathways, and are particularly involved in
self-generated actions (prepared in the supplementary motor area).
Parkinson’s and Huntington’s diseases can be explained as a
disruption of this balance, leading to a poverty or excess of
movement.
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EXAMPLE ESSAY QUESTIONS

¢ What is the role(s) of the frontal lobes in action?

* What are mirror neurons and how has their discovery changed the
way that people think about action?

* How are object-related actions stored and retrieved?

* How are vision and action integrated in the brain?

* Compare and contrast the role of the cerebellum and the basal
ganglia in action.

RECOMMENDED FURTHER READING

* Goodale, M. A. & Milner, A. D. (2004). Sight unseen. Oxford, UK:
Oxford University Press. A very good and accessible account of the
role of vision in action.

* Haggard, P., Rossetti, Y., & Kawato, M. (2008). Sensory-motor
foundations of higher cognition (Attention and performance XXll).
Oxford, UK: Oxford University Press. A set of chapters written by
experts with good coverage of areas such as imitation, action
intention, and so on.

* Morsella, E., Bargh, J. A., & Gollwitzer, P. M. (2008). Oxford
handbook of human action. Oxford, UK: Oxford University Press.

A very comprehensive set of chapters again focussing on action rather
than movement.

* Rizzolatti, G., Sinigaglia, C., & Anderson, F. (2007). Mirrors in the
brain. Oxford, UK: Oxford University Press. An accessible account of
mirror neurons and their wider implications.
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The ability to learn and remember has several evolutionary advantages. It enables
one to predict future outcomes on the basis of experience and adapt to new
situations. One can learn to avoid situations previously associated with threat, or
to return to locations where food has previously been found. Plasticity refers to
the brain’s ability to change as a result of experience and, while greatest during
childhood, plasticity persists throughout life. At a neural level, plasticity occurs
by changing the pattern of synaptic connectivity between neurons. Given that the
whole brain is capable of such changes, one could regard learning and memory
to be a feature of the brain as a whole rather than a specialized module or faculty.
Indeed there are no instances in which memory is completely lost or abolished.
Even amnesic patients can learn and remember certain things. Although the whole
brain may make contributions to learning and memory, it is crucial to recognize
that different regions contribute in different ways. Some regions may be
specialized for learning and remembering words, other regions specialized for
learning and remembering visual objects, and other regions may be especially
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KEY TERMS

Plasticity

The brain’s ability to
change as a result of
experience.

Short-term memory
Memory for information
currently held “in mind”;
it has limited capacity.

Long-term memory
Memory for information
that is stored but need
not be consciously
accessible; it has an
essentially unlimited

important for recollecting episodes from one’s life. The latter is the traditional
sense in which the word “memory” is used, but there is far more to memory than
that.

The general approach of this chapter is to consider different types of
memory, how they are implemented in the brain and how they interact. The chapter
begins by considering the distinction between long-term and short-term or
working memory. The chapter then considers different types of long-term memory
and discusses amnesia in terms of this theoretical framework. It then goes on
to discuss whether the hippocampus has a time-limited role, whether there are
separate neural substrates for familiarity and recollection and the cognitive/neural
mechanisms of forgetting. Finally, the chapter discusses frontal lobe contributions
to memory.

SHORT-TERM AND WORKING MEMORY

capacity. The labels “short-term” and “long-term” appear to suggest that there could be

different types of memory evoked for different periods of time with, perhaps,

separate stores for things that happened a few days ago relative to several years

ago. This is a popular misconception. It is not how psychologists distinguish

between short- and long-term memory. Short-term memory (STM) is defined as

memory for information currently held “in mind”

100 — and has limited capacity. Long-term memory

(LTM) refers to information that is stored; it need

__ 80 Short words not be presently accessed or even consciously

s accessible. The long-term store is considered to

g 60 |- have essentially unlimited capacity within the

8 inherent confounds of the brain. According to this

5 40 - \ definition, memory for things that happened

go Long words several hours, days, or years ago are all stored
20— within long-term memory.

This section will begin by considering the

0 Conltrol A rticullation evidence for different kinds of limited—capaciFy

1-2-3...8 short-term memory stores, and their neural basis.

The second part of this section will consider

Recall of word lists from short-term memory is reduced for longer  the concept of working memory and, in particular,
words and affected by articulatory suppression. the role of prefrontal cortex in maintenance and

Data from Baddeley et al., 1975.

manipulation of information.

Phonological short-term memory

Short-term memory is often used as an abbreviated term for phonological short-
term memory or verbal working memory. The capacity limitation of phonological
short-term memory is typically investigated with span tasks, in which participants
are read a sequence of, say, digits, and must repeat them back immediately or
after brief retention. Miller (1956) argued that humans have a span of seven items
plus or minus two (i.e. between five and nine items). He argued that the seven
items are meaningful “chunks” of information rather than words or syllables. For
example, familiar dates such as “1812” may be one chunk, but “5297” may be
four single-digit chunks. However, others have argued that chunking is relying
on long-term memory to recode information and that the true capacity limitation
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is lower, around four (Cowan, 2001). Evidence against Miller’s proposal comes
from research showing that the capacity limitation is related to phonological
characteristics of the stimuli and not merely their meaningfulness. Span length is
lower when lists of words are polysyllabic (e.g. “skeleton, binocular, ...”;
Baddeley et al., 1975) or when they are phonologically similar (e.g. “map, can,
cap, mat . ..”; Baddeley, 1966). Another factor that may influence span is the
opportunity to rehearse the material. Span is reduced if participants are asked to
silently mouth irrelevant speech (e.g. saying “the, the, the .. .” or “1,2,3 ...”)
while encoding a list (Baddeley et al., 1984). This is termed articulatory
suppression.

Baddeley argues that span tasks involve at least two components: a phono-
logical store and a rehearsal mechanism based on subvocal articulation that
refreshes the store. Articulatory suppression impairs the latter. Collectively,
he terms the store and rehearsal mechanism the “phonological loop” or the
“articulatory loop” (Baddeley ef al., 1984). Neuroscience of this process consider
the loop in terms of reciprocal activation between speech perception processes and
mechanisms of speech production (Buchsbaum & D’Esposito, 2008; Jones et al.,
2004). This is considered in more detail in Chapter 11, “The Speaking Brain.”

Visuo-spatial short-term memory

It has been proposed that there is a limited-capacity short-term memory system
for visuo-spatial information that is analogous to the one involving phonological
information described above (Logie, 1995). One simple test, often termed the
“Corsi blocks,” involves tapping a sequence of squares/blocks that the participant
must then reproduce. Typical performance on such a task is to accurately maintain
sequences of up to five (Della Sala et al., 1999). Another approach is to display
an array of objects and then retain this over a brief delay period (several seconds).
Memory can then be probed via recognition (was this object present?), change
detection (is the array the same?), or cued recall (what object was at this location?).
Luck and Vogel (1997) displayed arrays of different colored squares or arrays of
different line orientations. In both cases, memory deteriorates when holding in
mind more than four items. The interesting comparison was when conjunctions
of features had to be remembered (i.e. an oriented and colored line). Even though
the conjunction involves holding twice as many features in mind, it was found
that memory performance was not halved but remained constant; that is, around
four feature conjunctions could be remembered. They even extended this finding
to a quadruple feature condition: 16 features distributed across four objects can
be retained as accurately as four features distributed across four objects. The
explanation is that the capacity limitation relates to visual objects/locations rather
than visual features.

What is the neural basis of visuo-spatial STM? There is evidence that holding
in mind an object, over a delay period, involves sustaining activity in regions of
the brain involved in object perception. Ranganath et al. (2004) examined visual
short-term memory for images of faces or places using fMRI. In delayed-matching
to sample, participants were shown a face/place (for 1 sec) and asked to keep it
in mind (for 7 sec) followed by a test stimulus (is it the same or different item?).
Holding in mind a face or place sustains activity in parts of the ventral stream
specialized for perceiving faces and places respectively (this reveals itself in the
sluggish BOLD response ~6 sec later). In delayed paired associates, a similar

KEY TERM

Articulatory
suppression

Silently mouthing words
while performing some
other task (typically a
memory task).
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In this study a visual stimulus (face or house, presented for 1 sec) must either be held in
STM to be recognized after a delay (DMS, delayed matching to sample) or an associated
item from the other category must be held in STM (DPA, delayed paired associates). Activity
is measured in parts of the brain sensitive to faces (FFA, fusiform Face Area) or places (PPA,
Parahippocampal Place Area) in response to seeing and holding in mind faces (blue lines) or
places (red lines). The key part of the figure is the delay period: physically occurring between
1 and 8 sec (black bar) but manifest in the BOLD response between 6 and 12 sec.

From Ranganath et al., 2004.

procedure was used except that participants had previously learned to pair
particular place and face images together (e.g. face A paired with place A). This
time, BOLD activity relating to the delay period reflected the type of stimulus
being recalled rather than the one just presented. However, these visual regions
alone do not account for visual STM. These regions are functionally connected
to frontal and parietal regions during the delay period (Gazzaley et al., 2004).
Moreover, distracting stimuli presented in the delay period (e.g. irrelevant faces
when trying to hold in mind a face) disrupts connectivity in that network as well
as disrupting visual STM (Yoon et al., 2006).

Functional imaging studies using arrays of simple visual objects (e.g. colored
shapes), in the Luck and Vogel (1997) tradition, show the importance of regions
in the posterior parietal cortex (intra-parietal sulcus) that are also implicated in
visuo-spatial attention (Todd & Marois, 2004). fMRI activity in this region,
together with regions involved in visual perception, are related to individual
differences in capacity (Todd & Marois, 2005).
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The concept of working memory

The concept of working memory is essentially an extension of the one already
described for short-term memory. The key difference is that working memory
emphasizes a wider role in cognition (reasoning, comprehension, etc.), whereas
short-term memory is often taken to imply a more passive retention of material.
One of the most influential models is that proposed by Baddeley and Hitch (1974;
Baddeley, 1986). This original model consists of three components. The
phonological consists of a limited-capacity phonological store, together with a
mechanism for refreshing it (based on subvocal rehearsal). A comparable system
is postulated in the visual domain and termed the visuospatial sketchpad.
Collectively, the phonological loop and visuospatial sketchpad are considered to
be “slave systems.” They can be contrasted with the third component: the central
executive. The central executive coordinates the slave systems, and cognition in
general, specifying task goals, initiating and terminating cognitive routines and
so on. It is the interaction between the flexible executive system and the more
specific processing routines that is the essential characteristic of a working
memory. Subsequently, a third slave system—the episodic buffer—was added to
the model for maintaining and manipulating information from episodic long-term
memory (Baddeley, 2000).

Working memory models such as those of Baddeley and colleagues propose
that information (e.g. words) gets transferred or copied into a separate dedicated
system (e.g. a phonological short-term memory store) which may then be acted
on by an executive system. The alternative approach is to “cut out the middle
man” and suggest that there are no short-term stores, but that working memory
is, instead, just the temporary activation of long-term memories (including
perceptual representations of words and objects) by a prefrontal/executive system
(Cowan, 2001; D’Esposito, 2007). There are some advantages to this approach:
it is a simpler explanation, and it can be used to account for working memory for
all kinds of information (e.g. touch, smell) and not just those for which separate
slave systems are assumed to exist. The challenge for those models that regard
working memory as temporary activation of long-
term memory is to explain where capacity

KEY TERM

Working memory

A system for the
temporary storage and
manipulation of
information.

limitation comes from in the first place. (Note:
This is not a problem for traditional models,
because capacity limitation is an intrinsic property
of short-term stores; for instance, by having four
or seven “slots”.) One explanation is that the more
items that are simultaneously activated in a long-
term memory store, the more interference there is
between them and the less precision there is (e.g.
“mop” may become confusable with “map” when

holding multiple other words in mind, but not

when holding one word in mind). In visual STM,

for instance, knowing the exact location of an Visual ~ _ _ Episode

object in a just-seen array becomes increasingly semantics LTM

less precise as the array size increases, but doesn’t

Central
Executive

Visuospatial Episodic Phonological
Sketchpad Buffer

Loop

<—> Language

immediately become error-prone when the array

Baddeley’s (2000) model of working memory was revised to

size reaches a “magic-number” of four objects incorporate three kinds of short-term systems (blue) that interface
(Bays & Husain, 2008). with long-term memory (shown in green).
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The evidence from cognitive neuroscience is consistent with the view that
working memory involves temporary activity in parts of the brain involved in long-
term storage of objects, words and episodes (D’Esposito, 2007). The study of
Ranganath et al. (2004), shown on p. 198, is one good example of this. As noted
by Baddeley (2012) studies of this kind do not disprove additional short-term
stores, but it does support the idea that working memory and long-term memory
are not completely distinct.

Other evidence that is consistent with this view is that the integrity of working
memory is important for long-term learning of new material. Earlier theories,
such as the influential model of Atkinson and Shiffrin (1968), had proposed
that working memory was crucial for long-term learning, but this wasn’t supported
by the evidence that was available at that time. For example, brain-damaged
patients with phonological short-term memory impairments can learn to associate
familiar pairs of words together (Warrington & Shallice, 1969). Subsequent
research has focused on learning new material (rather than new combinations of
old material) and shown that brain-damaged patients with phonological short-
term memory impairments struggle to learn new words, such as when learning
new vocabulary (Baddeley, 1993; Baddeley et al., 1988). Moreover, individual
differences in phonological short-term memory predict learning of toy names in
children (Gathercole & Baddeley, 1990). There were no differences in their ability
to attach familiar names (e.g. Michael, Peter) to toys, but differences occurred for
made-up names (e.g. Piekle, Meater). Similarly, when brain-damage disrupts
visuo-spatial STM it can impair the ability to learn new visual information, such
as new faces (Hanley et al, 1991). Thus, problems in short-term memory
efficiency have negative consequences for long-term learning. (As discussed later,
the reverse isn’t necessarily true; i.e. that problems in long-term learning are
necessarily accompanied by reduced working memory capacity.)

Working memory and the frontal lobes

The prefrontal cortex within the frontal lobes is widely recognized as playing a
crucial role in working memory. Most models tend to assume that the main storage
site of information is not within the frontal lobes themselves but in the posterior
cortex, and that the function of the prefrontal cortex is to keep this information
active and/or manipulate the active information according to current goals.

In Baddeley’s (1986) model, for instance, the notion of the central executive
is effectively synonymous with models of prefrontal functioning. Goldman-
Rakic’s (1992, 1996) account also regards the prefrontal cortex as implementing
a working memory system and draws primarily on animal lesion studies and single-
cell recordings. Lesions to the lateral prefrontal cortex can impair the ability to
hold a stimulus/response in mind over a short delay (Butters & Pandya, 1969). In
one delayed response task, monkeys were presented with a box in a particular
location on the screen. The box then disappeared and the monkey was required
to hold the location “in mind.” After a delay, they were then required to look at
where the target was previously displayed. Single-cell recordings from monkeys
show that some dorsolateral prefrontal neurons respond selectively during the delay
period, suggesting that this is the neural mechanism for holding locations in mind
(Funahashi et al., 1989).

Goldman-Rakic (1996) argued that there is a division between the content of
information processed in dorsolateral and ventro-lateral regions, but that the same
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KEY TERM
Time 1 Time 2 Time 3
N 7 v = Self-ordered pointing
. :'": task
T A task in which
X X participants must point to
a new object on each trial
and thus maintain a
N N N Py working memory for
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Single-cell recordings in the dorsolateral prefrontal cortex show that different neurons respond
to (a) studying in a target location, (b) holding it “in mind” during a delay, and (c) responding

to the removal of a cue by moving the eyes to that location.

From Goldman-Rakic, 1992. Reprinted with permission of Patricia J. Wynne. www.patriciawynne.com.

types of process are used for both. Specifically, she suggests that ventral regions
support working memory for objects and dorsal regions support spatial working
memory (that is, the dorsal and ventral visual stream is manifested at the level
of executive functions). Recent evidence is inconsistent with this view. Rao et al.
(1997) report that individual neurons can change their responsiveness from being
object based to being location based as the demands of the task change, irrespec-
tive of whether they are located in dorsolateral or ventrolateral regions.

Petrides (1996, 2000, 2005) offers an altern-
ative account of working memory to that of
Goldman-Rakic. He argues that the dorsolateral
and ventrolateral prefrontal regions should be
distinguished by the fact that they are engaged in
different types of process and not that they are
specialized for different types of material (e.g.
spatial versus object based). This is a hierarchical
model of working memory. In this model, the
ventrolateral prefrontal cortex is responsible for
activating, retrieving and maintaining informa-
tion held in the posterior cortex. The dorsolateral
prefrontal region is responsible when the inform-
ation held within this system requires active
manipulation (e.g. ordering of information).
Petrides and Milner (1982) found that patients
with prefrontal lesions were impaired on a test
of working memory termed the self-ordered
pointing task. The patients were presented with

Manipulation
and monitoring
(DLPFC)

(]

Maintain activity - ) Storage site of

and retrieve information
information (posterior cortex)
(VLPFCQ) N—
| |
Frontal Non-frontal

A hierarchical model of working memory in which ventrolateral
prefrontal cortex (VLPFC) activates and maintains information,
and the dorsolateral prefrontal cortex (DLPFC) manipulates that
information.
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Trial 2
(participant picks brush,
avoids rabbit) Trial 3
(participant picks pencil,
avoids rabbit and brush)

A self-ordered pointing task based on Petrides and Milner (1982). Participants are required to
point to a new object on each trial and, as such, must keep an online record of previous
selections.

an array of eight words or pictures and, on the first trial, required to pick any one.
On the second trial, they were asked to pick a different one from the first; on the
third trial, they must pick a different one again and so on. As such, they must
maintain and update an online record of chosen items. Similar studies on monkeys
suggest the critical region to be the dorsolateral prefrontal cortex (Petrides, 1995).
In a human functional imaging study, Owen et al. (1996) found that short-term
retention of spatial locations was associated with ventrolateral activity. However,
if they had to maintain and update a record of which locations had been marked
and avoid these, then dorsolateral activity was found.

Evaluation

Short-term memory systems have two essential features: a capacity limited storage
system and a mechanism for refreshing and maintaining activity in that system.
The latter mechanism is invariably linked to activity within lateral prefrontal
cortex. The nature of the store itself is more controversial and could either be a
separate memory system (with capacity limitation deriving primarily from the size
of that system) or temporary activation of long terms stores (e.g. for words) or
perceptual resources (e.g. for visual patterns), with capacity limitation arising
solely from interference between active items. Evidence from cognitive
neuroscience suggests some role for the latter. In addition, there are mechanisms
for manipulating, rather than just maintaining, information that is held in mind
(the idea of “working” memory) that has been linked in particular to the function
of the dorsolateral region of the prefrontal cortex.
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DIFFERENT TYPES OF LONG-TERM MEMORY

Just as short-term memory may have several components (e.g. visuo-spatial,
phonological), long-term memory may be further subdivided into different
components. This has been termed the multiple memory systems approach (Nyberg
& Tulving, 1996).

One distinction that can be made is whether the memories are consciously
accessible or not; termed declarative memory and non-declarative memory,
respectively (Squire ef al., 1993) or, alternatively, explicit memory and implicit
memory, respectively. Non-declarative memory can be thought of as consisting
of several subdomains.

Procedural memory refers to memory for skills such as riding a bike. It is
not consciously accessible in the sense that the contents of the memory are not
amenable to verbal report. Evidence suggests that the basal ganglia are important
for the learning of procedural skills and habits (Packard & Knowlton, 2002).
Perceptual representation systems are those used for perceiving sounds, words,
objects, and so on (Schacter, 1987). They are memory systems in the sense that
they store knowledge of the perceptual world and are capable of learning. Evidence
for perceptual learning comes from priming studies. Priming refers to the fact that
information is easier to access if it has recently been encountered. For example,
people are more likely to complete a word fragment such as H__SE as HORSE
if that word has recently been encountered. This is assumed to reflect the fact that
the perceptual representation of the word is more accessible the second time around
(Tulving & Schacter, 1990). Schacter ef al. (1990) showed participants a sequence
of unfamiliar objects. Although all objects were unfamiliar, some were plausible
three-dimensional configurations, whereas others were impossible configurations.
When shown a second time, participants were instructed to make a possible—
impossible judgment. Priming was found (i.e. faster response times) only for the
possible configurations, and not for the impossible configurations. This suggests
that our perceptual systems have learned to distinguish plausible objects and that
this is the source of priming in tests of implicit memory. The neural signature of
priming appears to be reduced activity on the second presentation relative to the
first (Schacter & Badgaiyan, 2001). Imaging studies (Schacter & Badgaiyan, 2001)
and a report of a patient with occipital lobe lesion (Gabrieli et al., 1995) are
consistent with the notion that priming involves brain regions involved in perception.

Within declarative or explicit memory, Tulving (1972) has proposed the
influential distinction between episodic and semantic memory. Semantic memory
is conceptually based knowledge about the world, including knowledge of people,
places, the meaning of objects and words. It is culturally shared knowledge. By
contrast, episodic memory refers to memory of specific events in one’s own life.
The memories are specific in time and place. For example, knowing that Paris is
the capital of France is semantic memory, but remembering a visit to Paris or
remembering being taught this fact is episodic memory. Episodic memory has a
first-person characteristic to it, i.e. the memories involve oneself as an observer/
participant. For this reason, it is also known as autobiographical memory. Facts
about oneself (e.g. addresses, the name of your spouse) are normally regarded a
semantic memory, and are usually called personal semantic memory.

There is good evidence for multiple memory systems, but there is nevertheless
likely to be some overlap between them. This will be outlined in subsequent
sections.

KEY TERMS

Declarative memory
Memories that can be
consciously accessed
and, hence, can typically
be declared.

Non-declarative
memory

Memories that cannot be
consciously accessed
(e.g. procedural memory).

Explicit memory
See declarative memory.

Implicit memory
See non-declarative
memory.

Procedural memory
Memory for skills such as
riding a bike.

Semantic memory
Conceptually based
knowledge about the
world, including
knowledge of people,
places, the meaning of
objects and words.

Episodic memory
Memory of specific events
in one’s own life.
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MEMORY
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Long-term memory

Declarative memory
{explicit memory)
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(episodic memory) (semantic memory)
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Specific personal World knowledge,
experiences from object knowledge,
a particular language knowledge,

time and place conceptual priming

Events Facts Procedural
memory

Skills Perceptual
(motor and priming I
cognitive)

Short-term memory
Sensory memory
Short-term/working memory

Non-declarative memory
(Implicit memory)

Perceptual Classical
representation

system

Non-associative
conditioning learning

Conditioned Habituation
responses sensitization I
between two

stimuli

Long-term memory can be thought of as a number of different systems. But are the systems fully independent or do they

depend on each other to some extent?

From Gazzaniga et al., 2002. © 2002 W. W. Norton & Company, Inc. Reproduced with permission.
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Possible and impossible objects used in the study by Schacter

et al. (1990). Only possible objects show priming effects,

suggesting that priming taps a perceptual store of known objects.
© 1990 American Psychological Association. Reproduced with permission.

AMNESIA

One of the most famous patients in the neuro-
psychological literature is HM (Corkin, 2002).
HM began to experience epileptic seizures at the
age of ten and, by the time of leaving high school,
his quality of life had deteriorated to a point where
surgeons and family decided to intervene surgic-
ally. The procedure involved removing the medial
temporal lobes, including the hippocampus,
bilaterally (Scoville & Milner, 1957). What the
surgeons did not foresee was that HM would
develop one of the most profound amnesias on
record. Several decades after the operation, it was
observed that HM “does not know where he lives,
who cares for him, or where he ate his last meal.
His guesses as to the current year may be off
by as much as 43 years. ... In 1982 he did not
recognize a picture of himself that had been taken
on his fortieth birthday in 1966 (Corkin, 1984,
p- 255). On his death, HM was identified as Henry
Molaison (1926-2008) and his brain has been
preserved in histological sections.

Global amnesics have memory problems both
in terms of learning new information (antero-
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grade memory impairment) and remembering information prior to their brain
damage (retrograde memory impairment). HM’s retrograde deficit extends back
to age 16 (11 years before his surgery) and his anterograde deficit is extremely
severe (Sagar et al., 1985). It is to be noted that amnesia is a heterogeneous
disorder, with patients differing both in terms of severity and also in some
qualitative respects (Spiers et al., 2001b). This may reflect different sites of
damage in and around the medial temporal lobe. It is also to be noted that HM’s
lesion affected several regions, not just the hippocampus.

HM’s amnesia was a result of neurosurgery. However, in most people amnesia
arises as a result of stroke, head injury or viral infection (notably herpes simplex
encephalitis). One particularly common cause of amnesia ensues from long-term
alcoholism and may be related to thiamine deficiency. This is termed Korsakoff’'s
syndrome, or Korsakoff’s amnesia. Korsakoff’s syndrome is associated with
pathology of the midline diencephalon, including the dorsomedial thalamus and
the mamillary bodies (Parkin & Leng, 1993).

Preserved and impaired memory in amnesia

Within the framework of different types of memory outlined above, which type
of memory appears to be disturbed in amnesia? Is it indeed possible to impair one
particular aspect of long-term memory without there being consequences to the
other systems? This section considers four different types of memory in turn.

Episodic memory

Amnesic patients are impaired on tests of episodic memory both for events related
to their own lives (autobiographical memory) and other types of episode (e.g.
learning lists of words). Learning of new material is normally assessed on test
batteries such as the Wechsler Memory Scale (Wechsler, 1984). This contains tests
of recall and recognition for verbal and visual material. Amnesia is clinically
defined as poor performance on memory tests relative to that expected based on
their IQ scores. Knowledge of events and facts pertaining to their life prior to the
onset of amnesia (i.e. in the retrograde period) can be assessed with tests such as

Fornix* Cingulate gyrus

Frontal lobe*

Thalamus*

Septum
Hippocampus*

Olfactory bulb
Reticular formation

Hypothalamus .
Spinal cord

Mammillary body*  Amygdala

KEY TERMS

Anterograde memory
Memory for events that
have occurred after brain
damage.

Retrograde memory
Memory for events that
occurred before brain
damage.

Korsakoff’s syndrome
Amnesia arising from
long-term alcoholism.

Damage to a number of
regions in the medial
temporal lobes and
surrounding structures
(marked with an asterisk)
can produce an amnesic
syndrome.

From Parkin, 2001.
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Amnesia has been a favorite topic in
Hollywood since the earliest days of cinema
(no fewer than ten silent movies on the topic
were made) and continues to inspire film-
makers today (for a thorough review, see
Baxendale, 2004). Rich socialites may
become caring mothers after falling from a
yacht (Overboard, 1987), trained assassins
may forget their vocation and become
stalked themselves (The Bourne Identity,

The 2001 film Memento chronicles the story of Leonard, an
2002; The Long Kiss Goodnight, 1996), ex-insurance investigator who can no longer build new

and others just require a second bump on memories, as he attempts to find the perpetrator of a violent

the head to be restored to their former attack which caused his post-traumatic anterograde amnesia
and left his wife dead. The attack is the last event he can

selves (Tarzan the Tiger, 1922). recall.

Clinical amnesia tends to affect both © Corbis Sygma.
memory for events that happened prior to
injury (retrograde memory) and learning of new information (anterograde memory), although
relatively selective impairments can be found. In movie amnesia, the extent of retrograde or
anterograde amnesia is often very pure. For example, Leonard from the film Memento (2000) has
total anterograde memory loss but no loss of retrograde memory (he can even remember sustaining
the injury). The film vividly captures the fact that he is stuck in the present, relying purely on his
retrograde memory and memory aids (notes, photos, tattoos). In one scene, he is trying to hold in
mind a clue (in working memory) and searching for a pen to write it down. But, as soon as he is
distracted and stops rehearsing, the clue disappears from his mind as if it was never there. Whereas
the portrayal is generally accurate, his description of it as a “short-term memory problem” is not.

Selective difficulties in retrograde amnesia have been noted in the academic literature, but
there is controversy as to whether these have organic or psychogenic origin related to extreme
stress (Kopelman, 2000). Fortunately for Hollywood scriptwriters, psychogenic amnesia can arise
after committing a violent crime (Schacter, 1986). The Bourne Identity (2002) offers one example
of focal retrograde amnesia in the movies. It is not clear whether the character’'s amnesia is organic
or psychogenic. According to one reviewer: “Its protagonist, who'’s found floating off the coast of
Marseilles with two bullets in his back and the number of a Zurich safe-deposit box in some sort of
laser body-implant, has no idea who he is. But he has somehow retained lightning martial-arts
reflexes, fluency in a handful of languages, and the wired instincts of a superspy.” These skills would
indeed be expected to be preserved in amnesics.

Many films portraying amnesia show a loss of identity or a change in personality. This is not
what is found in amnesia of neurological origin, in which one’s sense of identity is preserved
(although perhaps frozen in time). For instance, amnesic patients are able to accurately reflect on
their own personality traits as corroborated by the ratings of family members (Klein et al., 2002).
Personality changes can indeed arise from brain damage but are normally associated with a
different pathology from amnesia (namely, orbitofrontal regions) or with psychiatric illness.
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Date of Present
Retrograde brain injury Anterograde  day

period period
I uﬁﬁ@» Time

Amnesia normally consists of a severe impairment in anterograde memory, with a more
variable impairment in retrograde memory (shading represents degree of impairment).

Birth

the Autobiographical Memory Interview (Kopel-
man et al., 1990). The degree of retrograde mem-
ory loss can vary significantly between patients
(Kapur, 1999). It is debatable whether retrograde
memory loss can exist without any anterograde
impairment in cases of organic amnesia (Kopel-
man, 2000), although this pattern is reported in
amnesia arising from psychiatric illness and S
“mental breakdown” (Kritchevsky ef al., 2004). 40
1st day 2nd day 3rd day
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| M
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Attemnpts each day

Short-term memory

One of the most consistent findings in the literature
is that short-term memory in tasks such as digit
span is spared (Baddeley & Warrington, 1970).
Milner (1971) noted an occasion in which HM
held on to a number for 15 min by continuously
rehearsing it and using mnemonic strategies. A
minute or so after stopping, he had no recollection
of being asked to remember a number.

MNumber of errors in each attempt

More recently it has been claimed that short-
term memory problems are found in amnesia Patient HM was able to learn mirror drawing over a 3-day period,
when holding in mind (or even perceiving) one despite no apparent memory for having performed the task
particular kind of information: specifically the 3D before.
layout of large-scale scenes (Hartley et al., 2007).
This may point to a particularly important role of
the hippocampus in processing spatial environ-
ments that may, to some degree, be separable from
other memory functions.

From Blakemore, 1977. © Cambridge University Press. Reproduced with
permission.

Procedural and perceptual (implicit) memory

When given new tasks requiring visuomotor coordination, such as drawing around
a shape when the hand is viewed in a mirror, then performance is initially poor
but improves with practice. The same is true of amnesic patients (Milner, 1966).
Thus, procedural knowledge appears to be spared. The same is true of other
implicit memory tasks that do not have a strong motor component. Knowlton
et al. (1994) devised a weather prediction game in which geometric shapes predict
weather patterns with a partial degree of certainty (60-85 percent predictive).
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Participants often feel that they are guessing although they exhibit learning over
50-100 trials. That is, there is evidence of implicit learning. Amnesic patients also
show normal learning despite poor declarative memory for the stimuli, whereas
patients with Parkinson’s disease show the reverse dissociation consistent with a
role of the basal ganglia in learning of habitual responses (Knowlton e? al., 1996).
Graf et al. (1984) tested implicit memory for words. The amnesics were given

lists of words to read (e.g. DEFEND) and, at test, were presented with fragments
(e.g. DEF__ ). They were asked either to recall the word previously shown or to
generate the first word that came to mind. The latter was considered an implicit
test of memory insofar as the participants were not directly asked a memory
question. They found that amnesics performed normally under the implicit testing
procedure (i.e. they showed priming) but not given explicit memory instructions.
Within the framework proposed by Schacter (1987), this would be accounted for
within the perceptual representation system for

Control

Amnesia

55—

Percentage correct
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50—
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In this learning game, you are the weather
forecaster. You will learn how to predict rain ] - .
or shine using a deck of cards: was initially taken as evidence that semantic

words.

e v Semantic memory
At first sight, amnesic patients appear to retain
their knowledge of vocabulary and the world. This

memory is intact in amnesic patients (Parkin,
1982). However, a more complex picture has

. . ’ ’ ’ emerged over the years. One critical issue is the
... .’.’. age at which the information was acquired. Most
[ el ] 0 . semantic knowledge is acquired within the first

2@ . ’ ’ few years of life, whereas episodic memory
develops later and is acquired throughout the
lifespan. Given that amnesia tends to preserve
relatively older memories (Ribot, 1882), could the

071 apparent sparing of semantic knowledge reflect its
s early acquisition? To address this question, a
" I I number of studies have investigated knowledge of
g 701 vocabulary (Verfaellie et al., 1995) and famous
3 people (Parkin et al., 1990) that came into the
g 50 public domain in the years prior to the onset of
g § amnesia. These studies show amnesics to be
¥ 50 2w . .
o £ = impaired (see also Westmacott and Moscovitch,
sk & = z 2002). There is at least one case on record in
E I 'E, which retrograde semantic memory is reported to

30— be intact in the face of severe retrograde amnesia
(Warrington & McCarthy, 1988). However, the

C . . .
9 patient was primarily assessed on tasks such as

Four cue cards are presented in varying combinations and the
participant must predict rain or shine (a). After repeated
exposure, both controls and amnesics learn to predict, but
Parkinson’s patients do not (b). When given a test of explicit

choosing the familiar name/face from an array,
rather than supplying actual semantic details. As
such, both semantic and episodic memory appear
to be impaired in the retrograde period.

memory about the test, the amnesic patients perform badly, but The discussion above pertains to the retention

the Parkinson’s patients perform
Adapted from Knowlton et al., 1996.

well (c). of previously learned semantic facts by amnesics.
Can amnesics acquire new vocabulary after they
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become amnesic (i.e. in the anterograde period)? For patient HM (Gabrieli et al.,
1988) and many other amnesics (Manns et al., 2003b), the answer appears to be
“no.” But this is by no means common to all amnesics. One amnesic is even
reported to have learned a second language, Italian, following the onset of her
anterograde amnesia (Hirst ef al., 1988). Others have acquired information about
famous people, public events and new vocabulary after becoming amnesic
(Kitchener et al., 1998). However, there is one important caveat to bear in mind
when considering these studies. Namely, it could be the case that both semantic
and episodic memory are impaired, but that semantic memory is less vulnerable,
because it can be learned through repetition and multiple events. There is evidence
that new semantic memories may be acquired but perhaps at a slower rate
(Holdstock et al., 2002). If tissue surrounding the hippocampus, such as the
entorhinal cortex, is spared, then semantic learning may be possible although not
necessarily normal (Vargha-Khadem et al., 1997b; Verfaellie et al., 2000).

Accounting for the memory deficits in amnesia

To summarize the preceding sections: amnesic patients have impaired episodic
memory, typically in both retrograde and anterograde periods. In contrast they
have generally spared short-term memory, procedural memory and perceptual
priming (a type of implicit memory). Tulving and colleagues (1988) regard
amnesia specifically as a difficulty with episodic memory. However, semantic
memory is impaired in amnesia including after focal hippocampal lesions, even
though it is often less vulnerable to damage than episodic memory (Holdstock
et al., 2002; Manns et al., 2003b). New semantic memories may be formed by
repetition learning that is not dependent on the hippocampus. As such, Squire and
colleagues suggest that amnesia is a deficit in declarative memory (Manns ef al.,
2003b, Squire, 1992). This explanation offers the most satisfactory description of
the pattern of preservation and impairment.

Accounts of amnesia purely in terms of damage to a memory system (whether
it be declarative or episodic) are clearly insufficient, in that they offer no account
of the function of that system or the underlying mechanisms. One common mech-
anistic explanation of amnesia is in terms of a deficit of consolidation (Squire,
1992). Consolidation is the process by which moment-to-moment changes in brain
activity are translated into permanent structural changes in the brain (e.g. by
forming new neural connections). One challenge for explaining amnesia in terms
of consolidation is in accounting for the fact that amnesia doesn’t just affect new
learning, but also retrograde loss of memories: a solution to this is to assume that
consolidation takes place gradually such that unconsolidated memories are lost
after a lesion to the hippocampus. A related account is that the hippocampus (and
MTL) is involved in the permanent storage of certain kinds of memory in addition
to supporting consolidation. Finally, an alternative suggestion is that the hippo-
campus (and MTL) are specialized for processing particular kinds of information
that are of crucial importance to declarative memory. One kind of informa-
tion might be contextual cues (Mayes, 1988). Memory for context closely relates
to Tulving’s (1972) definition of episodic memory as being specifiable in time
(“when did the event occur?”’) and place (“where did the event occur?”), although
context can incorporate other types of situational information too. A more specific
idea along these lines is that the hippocampus is particularly important for spatial
processing both for providing spatial context to past events, but also for using

KEY TERM

Consolidation

The process by which
moment-to-moment
changes in brain activity
are translated into
permanent structural
changes in the brain.
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KEY TERMS

Long-term potentiation
(LTP)

An increase in the long-
term responsiveness of a
postsynaptic neuron in
response to stimulation of
a presynaptic neuron.

past experiences for orienting within ones current environment (Burgess et al.,
2002). These ideas are unpacked in detail in the next section, drawing not only
on evidence from amnesic patients, but also from other methodologies.

Evaluation

Accounting for the learning and memory that amnesics can do is as important as
understanding what they can’t remember. The results broadly support a multiple
memory systems view of the brain in which declarative memory is particularly
affected in amnesics. Episodic memories may be special by virtue of the fact that
they contain rich contextual detail. These contextual details may be linked together
by structures in the medial temporal lobe, including the hippocampus, and may
gradually be consolidated over time. Newly learned semantic facts may initially
be context dependent but become less so over time. This view of amnesia has
been refined over the years as a result of more being learned about the function
of different structures in the medial temporal lobe and their interaction with other
brain regions. These are considered in subsequent sections.

FUNCTIONS OF THE HIPPOCAMPUS AND
MEDIAL TEMPORAL LOBES IN MEMORY

This section considers in more detail the role that the hippocampus (and
surrounding regions) plays in consolidation, in the permanent storage of memories,
and in large-scale spatial memory. The extent to which different theories can
account for the empirical data will be discussed.

Consolidation

The initial formation of memories involves an increase in the probability that a
postsynaptic neuron will fire in response to neurotransmitters released from
presynaptic neurons. In the laboratory, this has been studied by applying brief,
high-frequency stimulation to presynaptic neurons. The induced change in respon-
siveness of the postsynaptic neuron is termed long-term potentiation (or LTP)
and was first reported by Lemo (1966). In awake rats, the effects are sustained
over weeks. This process is accompanied by rapid modification of existing synaptic
proteins, followed by synthesis of new proteins that leads to a modified synapse
(Pittenger & Kandel, 2003). The time course of this process can be assessed by
injecting chemicals that inhibit protein synthesis at various stages after learning
and is found to occur within an hour (Agranoff et al., 1966). This synaptic
consolidation, although originally studied in the hippocampus, turns out to be a
universal property of the nervous system.

Dudai (2004) distinguishes between two types of consolidation: a fast synaptic
consolidation that may occur anywhere in the nervous system (and based on
LTP), and a slower system consolidation that may be related particularly to the
hippocampus and declarative memory. In rats, this can be studied by lesioning
the hippocampus at various stages after learning (Kim & Fanselow, 1992). These
studies suggest that, in rats, it takes around one month for system consolidation
to be complete. In humans, evidence from retrograde amnesia suggests that the
process may take years.

One of the most consistently reported findings in the amnesia literature is that
recall of events in the retrograde period shows a temporal gradient such that
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memories from earlier in life are easier to recall
than those later in life. This has been termed
Ribot’s law, after its discoverer (Ribot, 1882). For
example, Butters and Cermak (1986) reported the
case of a college professor, PZ, who became
amnesic a couple of years after writing his auto-
biography. When tested for his ability to recollect
events from his life, a clear temporal gradient was
found, with more remote memories spared. The
most common explanation for this phenomenon is
in terms of consolidation theory—namely, that
the older the event, the more consolidated it is and
the less dependent on the hippocampus it is
(Squire, 1992; Squire & Bayey, 2007). In effect,
the memory is slowly transferred from the hippo-
campus to the cortex. However, other explanations
for the temporal gradient exist.

The mechanism by which this transfer of
information occurs is not well understood but is
assumed to involve the hippocampal formation
sending synaptic messages to neocortical neurons

that promote consolidation mechanisms in the neocortex itself. It has been
suggested that “replaying” memories during sleep (and possibly during relaxed
wakefulness) is involved in this process. Neural recordings in rats suggest that
patterns of activity in the hippocampus and visual cortex that occurred during a
previous waking event are reactivated, in the same temporal order, during certain

phases of sleep (Ji & Wilson, 2007).
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PZ was an eminent scientist (born 1914) who developed amnesia
2 years after writing his autobiography. His ability to recall events
from his past life showed a clear temporal gradient.

From Butters and Cermak, 1986. © Cambridge University Press.

Reproduced with permission.
KEY TERMS

Ribot’s law

The observation that
memories from early in
life tend to be preserved
in amnesia.

A number of connectionist models have been developed to mimic long-term
consolidation of declarative memory. The model of McClelland et al. (1995)
provides a computational motivation for having a slow transfer mechanism. They

1. The temporal gradient can arise because the stimuli are not carefully matched across decades
(i.e. the stimuli for more remote decades are easier) (Sanders & Warrington, 1971).

2. The apparent loss of retrograde knowledge is anterograde amnesia in disguise. Alcoholics who
subsequently go on to develop Korsakoff's amnesia may not have fully encoded the memories in
the first instance. This cannot, of course, account for all cases but it may account for some.

3. Older memories become more semantic-like and less episodic with the passing of time, because
they get rehearsed more often. They become more like stories than memories (Cermak &

O’Connor, 1983).

4. Each time an old event is remembered, this creates a new memory for that event. The older the
event, the greater the number of traces and the more resilient to brain damage it will be (Nadel

& Moscovitch, 1997).

5. The hippocampus has a time-limited role and the more consolidated the memory is, the less
dependent on the hippocampus it is (Squire, 1992).
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Cortical modules

Hippocampus

In models that assume a time-limited role for the hippocampus in memory consolidation,
the hippocampus initially acts to bind together different aspects of memory (e.g. perceptual,
affective, linguistic components) represented in disparate regions of the brain. Over time,
these different aspects of the memory trace may be linked as part of a corticocortical
network that is largely independent of the hippocampus. Active units/connections are shown
in red.

From Frankland and Bontempi, 2005. Reprinted by permission from Macmillan Publishers Ltd. © 2005.

argue that adding a new memory to the neocortex straightaway would significantly
distort old memories by a process called catastrophic interference. In their model,
the hippocampus learns rapidly and then integrates this information gradually to
enable efficient learning without disrupting existing memory structures. For
instance, in order for the model to acquire new conceptual knowledge such as “a
penguin is a flightless bird” this information would need to be represented
separately (as an “episode”) in order to prevent it disrupting existing knowledge
structures (“birds can fly””). By developing the network gradually both the general
rule and the exceptions to it are able to co-exist in long-term memory.

Other evidence in support of the standard consolidation model comes from
patients with semantic dementia who have lesions to the anterior temporal lobes
but typically spare the hippocampus (Mummery et al., 2000). This is assumed to
be part of the storage site after memories have been consolidated. However, these
patients do not have intact episodic memory across all time spans and show a
reversed temporal gradient to that found in amnesia: namely, better recent than
remote memory (Nestor et al., 2002). Although these patients have impoverished
language as well as memory, they can be tested using the same cue words for
different time periods (e.g. “think of a memory related to a restaurant in
2000-2005, or 1960-1970) or using famous faces (Hodges & Graham, 1998).
The explanation for the reversed gradient is that in these patients, memories for
recent events have not yet been fully transferred from the hippocampus to the
neocortex and so are relatively intact. In contrast, in patients with hippocampal
damage (including Alzheimer’s dementia) it is recent memories that are lost or
otherwise not consolidated.
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It is to be noted that the standard consolidation model doesn’t make a
distinction between the consolidation of episodic and semantic memories: both
are grouped under the umbrella of declarative memory and are assumed to depend
(initially) on the hippocampus and (subsequently) on the neocortex. However,
other structures within the medial temporal lobe may have different roles to play.
It has been suggested that the entorhinal cortex supports the acquisition of semantic
memory, as is demonstrated in amnesic patients with damage to the hippocampus
but relative sparing of this region (Vargha-Khadem et al., 1994; Verfaellie et al.,
2000). The entorhinal cortex is the major input and output portal between the
hippocampus and the neocortex. Healthy older participants shown faces acquired
from different time periods during fMRI suggests that the entorhinal cortex
may consolidate over decades, whereas the hippocampus consolidates over years
(Haist et al., 2001). Other research has suggested

that the extent of retrograde amnesia is linked to "

the size of the entorhinal and parahippocampal B AMI: Autobiographical incidents
lesion, but not of the hippocampus itself (Yoneda Control

et al., 1994). Findings such as these suggest that f\*f‘///{
the standard consolidation theory needs to be
further refined. However, others have gone further '|'
than a simple refinement and suggested that

entirely different theories of hippocampal/MTL
function are needed.
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others have argued that the hippocampus is
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involved in some permanent aspects of memory

storage (Nadel & Moscovitch, 1997). The term
“permanent” doesn’t mean that nothing is ever
forgotten, only that its role in supporting memory
is nqt time-limited. In the earlier version of‘the role of the hippocampus in memory consolidation.
mlﬂtlple-trace theory’ Nadel and MOSCOVltCh Reprinted from Nestor et al., 2002. © 2002, with permission from
(1997) argued that the temporal gradients found Eisevier.

Semantic dementia patients (SD) show a reverse temporal
gradient from that found in amnesics with Alzheimer’s disease
(AD). This has been used as evidence to support a time-limited



214 THE STUDENT’S GUIDE TO COGNITIVE NEUROSCIENCE

within amnesia were due to multiple memory traces of the event being created
whenever an event is retrieved (and laid down in different parts of the medial
temporal lobes); so older events are protected from brain damage because of these
multiple traces. They cite as evidence in support of their theory the fact that not
all amnesic patients show temporal gradients and are impaired, instead, for all
remote memories (Cipolotti ef al., 2001). They suggest that this is more consistent
with the hippocampus playing a permanent role in memory storage, as they regard
it as improbable that the brain would evolve a mechanism that takes a lifetime to
consolidate memories. Other initial evidence in support of their theory came from
fMRI studies showing no difference in medial temporal lobe activity comparing
recall of autobiographical events from the recent past relative to the remote past
as would be expected if it had a time-limited role (Gilboa ef al., 2004). More recent
fMRI research has been able to differentiate sub-fields within the hippocampus
and suggests that some regions respond to both recent (2 weeks) and remote (10
years) recall of autobiographical memories, and other regions respond to remote
but not recent memories, but regions responding more to recent than remote were
not found (Bonnici ez al., 2013).

The multiple-trace theory has been revised and refined considerably since it
was originally described (see Winocur ef al., 2010). In particular, the proponents
of the model have articulated a clearer description of what kinds of memories
are dependent on the hippocampus: namely, contextualized memories but not
schematic memories. These relate, approximately, to the concepts of episodic
memory (= contextualized) and semantic memory (= schematic) although not
exactly. For instance, some recently acquired semantic knowledge may be linked
to the context in which it was learned (e.g. memory of the classroom setting) and
hence depend on the hippocampus. By contrast, some episodic events may have
been retold so many times as to be schematic in nature and largely disconnected
from their original context (and hence not depend on the hippocampus). The model
assumes that schematic memories depend on regions such as the neocortex
(supporting most semantic memories), but could also include procedural learning
(dependent on the basal ganglia), and so on. Different medial temporal lobe regions
may also make differential contributions to these processes. One fMRI study
concluded that the entorhinal cortex computes the similarities between events
(schematic, semantic-like), whereas certain regions in the hippocampus compute
the discriminating features of events (contextual, episodic-like) (Bakker et al.,
2008).

In this theory, the process of system consolidation should be construed as
transforming memories over time (from contextualized to schematic; although the
initial contextual memories need not be lost) and not transferring them, unchanged,
from one brain region to another. Insofar as the hippocampus has any bias toward
the recent past, this is assumed to reflect the fact that recent memories contain
more detailed contextual cues than remote ones (e.g. try to recall your last holiday
and then compare it to a holiday when you were around 6 years old). In fact, the
hippocampus has been shown to be involved in imagining future events (Addis
et al., 2007; Hassabis et al., 2007) which is consistent with a more general role
in binding contextual features rather than simply making past events durable. There
is some direct evidence that hippocampus-dependent memories may be
transformed rather than merely transferred. In rats, conditioned fear associations
to stimuli show a temporal gradient depending on the interval between learning
and hippocampal lesion. However, the conditioned associations become less
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sensitive to context manipulations over time suggesting that the nature of the
memories are altered rather than simply transferred (Winocur et al., 2007).
A complete definition as to what kind of information constitutes “context” is
presently lacking. However, one key element is generally considered to be spatial
context (i.e. where the event occurred). This is based on evidence, considered
below, that the hippocampus stores large-scale maps of space.

Cognitive map theory

In the 1970s, a number of lines of evidence led to the hypothesis that the hippo-
campus contains a spatial map of the environment (O’Keefe & Nadel, 1978).
O’Keefe (1976) planted electrodes into the hippocampus of rats that subsequently
explored an enclosed environment. The firing rate of the neuron was measured
when the rat was located at various points in the box. It was found that a given
neuron only responded strongly when the rat was at a particular location. Neurons
showing this pattern of firing are referred to as place cells. Given that each neuron
responds to a given place, when a collection of neurons are considered together
they could function as a map of the environment. Subsequent research has found
that place cells are more complex than originally thought. The responses of place
cell are often highly context sensitive. For example, if the environment is
substantially changed (e.g. the box is white instead of black), then the place that
the neuron codes can also change substantially (Anderson & Jeffery, 2003). It
suggests that place cells are not coding space in isolation but integrate space with
other kinds of contextual cues—this is likely to be crucial for memory more
generally.

It is to be noted that the kind of map (and hence the kind of spatial memory)
encoded by the hippocampus is different in kind to that typically studied in tests
of visuo-spatial short-term memory (e.g. arrays of colored objects on a screen).
Specifically, it relates to the spatial arrangement of landmarks in an environment
that can be navigated around (allocentric space). Other brain regions, notably, the
parietal lobes may code maps of space that are egocentric (i.e. coded relative to
the observer) that serve largely perceptual and motor functions.
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The firing rate of three different cells (the darker the shade, the more likely it is to respond).
The data is obtained using single-cell recordings from the rat hippocampus.

Adapted from Chakraborty et al., 2004.

KEY TERMS

Place cells

Neurons that respond
when an animal is in a
particular location in
allocentric space
(normally found in the
hippocampus).



216 THE STUDENT’S GUIDE TO COGNITIVE NEUROSCIENCE

Hippocampal lesion

Further evidence that the hippocampus stores

Cortical lesion Control a spatial map of the environment comes from

lesion studies of rats using the Morris water maze
(Morris et al., 1982). If a rat is placed in a con-
tainer filled with milky water in which there is a
submerged platform, then the rat will, by trial and
error, eventually find the platform (rats are good
swimmers!). As the water is milky, the platform

is not visible and the rat must learn the route. If

The route taken by a typical rat in the Morris water maze. The the rat is placed in the environment again, it will

control rat and ones with cortical lesions can remember the
location of the submerged platform and go directly there, whereas
the hippocampal-lesioned rats find the platform by trial and error.
From Morris et al., 1982. Reprinted by permission from Macmillan

Publishers Ltd. © 1982.

remember the location and swim there directly
without trial and-error meandering. If, however,
the hippocampus is lesioned, then the rat is unable
to learn the location of the platform and relies once
more on trial and error.

Most of the evidence cited above comes from studies of rats. But what is the
evidence, if any, that the human hippocampus contains a spatial map? Single-cell
recordings in the primate (Rolls et al., 1997) and human (Ekstrom et al., 2003)
hippocampus suggest that place cells are to be found in these species. However,
there is at least one crucial difference from the rodent place cells. In rodents, the
place cells respond when the animal is in that physical location. Many human and
primate place cells can also respond to the mental location of the animal (e.g. if
they attend to a particular location in space that differs from their current physical
location).

Functional imaging and lesion studies in humans have provided converging
evidence that the hippocampus stores large-scale allocentric maps of the
environment. In humans, there also appears to be a greater lateralization of this
function than in rodents. The right hippocampus seems to be particularly important
for spatial memory, whereas the left hippocampus appears to be more specialized
for remembering and storing other contextual details. Hartley ef al. (2003) found
that finding one’s way through the virtual town activated the right hippocampus
relative to a baseline task of following a visible trail. Spiers et al. (2001a) used a
similar paradigm in groups of patients with either left or right hippocampal
damage. The patients had to learn to navigate through the town. During their
exploration they would collect different objects from different characters in
different locations. Their memory was assessed by map drawing, together with
forced-choice recognition of locations, characters and objects. The patients with
right hippocampal damage were impaired on navigation, map drawing and scene
recognition. In contrast, the patients with left hippocampal damage had problems
in remembering who gave them the objects, and the order and location in which
they were received.

Is the involvement of the hippocampus in spatial memory time-limited (as
predicted by the standard consolidation model) or does the hippocampus store
permanent spatial maps (as predicted by the cognitive map theory and multiple-
trace theory)? There is some evidence that amnesic patients can find their way
around old neighborhoods despite being unable to learn to find their way in new
ones (Rosenbaum et al., 2000). This supports the standard consolidation model.
However, others have suggested that this preserved spatial memory appears to be
schematic and lacking detail and so there may still be a role for the hippocampus
(Winocur ef al., 2010). Consistent with this, a London taxi-driver who suffered



THE REMEMBERING BRAIN 217

bilateral damage of the hippocampi retained a broad knowledge of the city (the
main roads) but not detailed knowledge including the side roads (Maguire et al.,
20006).

There is evidence that other regions within the medial temporal lobes also
contribute to orienting within spatial environments. The entorhinal cortex (at least
in rats) also contains cells that fire when the animal is in certain locations within a
particular environment, but rather than responding to a single location they respond
to multiple locations within a repeating, triangular grid-like structure (Hafting
et al., 2005). They are referred to as grid cells. Their function is not fully known
but they may enable links between visuo-spatial and locomotive spatial signals.
The parahippocampal complex, by contrast, contains visual representations of
scenes and landmarks (Epstein & Kanwisher, 1998). Finally, the perirhinal cortex
is linked to memory and perception of complex objects (Murray & Bussey, 1999)
and is also linked to semantic memory (Davies ef al., 2004). Bachevalier and
Nemanic (2008) report a lesion study in the macaque showing that parahippocampal
lesions impair memory for the locations of objects in an array, whereas perirhinal
lesions impaired learning about object features. Although this summary presents
the briefest discussion of the wider contribution of MTL regions outside the
hippocampus, there are several key points to note. The first is that while the function
of all of these regions could reasonably be subsumed within the umbrella label of
“declarative memory” that to do so would be an over-simplification. These regions
show an interesting specificity in the type of information that they process. What
is less clear is whether these regions are involved in both learning and storage, and
how they interact with other regions of the brain.

London taxi drivers are required to sit an
exam (called “the knowledge”) in which they
are given two locations within the city and
must generate a plausible route. Maguire

et al. (2000) studied the gray matter volume
of cab drivers (using voxel-based
morphometry) and found that the volume in
the right hippocampus is greater than in 1Q-
matched individuals. Could it be that the taxi
drivers choose their occupation because they
have better spatial memories (and bigger

KEY TERM

Grid cells

Neurons that respond
when an animal is in
particular locations in an
environment such that
the responsive locations
form a repeating grid-like
pattern.

hippocampi)? It turns out that the amount London taxi drivers must learn the best route to travel
of time spent in the job correlates with the between any two points in the city. This is linked to an

volume of the region. This suggests that this
region may expand with usage and argues

increased size of the hippocampus.

against a predisposition influencing the choice of occupation. This has subsequently been confirmed
with a longitudinal study of the brain volume of the hippocampi of London taxi drivers as they

acquire detailed knowledge of the city layout (Woollett & Maguire, 2011).
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KEY TERMS

Recognition memory
A memory test in which
participants must decide
whether a stimulus was
shown on a particular
occasion.

Recall

Participants must produce
previously seen stimuli
without a full prompt
being given (compare
recognition memory).

Familiarity

Context-free memory in
which the recognized item
just feels familiar.

Recollection
Context-dependent
memory that involves
remembering specific
information from the
study episode.

Evaluation

Initial research on amnesia arising from medial-temporal lobe lesions suggested
a wide-ranging impairment in declarative memory. While later research has not
completely over-turned this conclusion it has suggested a far more intricate
picture. This new understanding has arrived through a more detailed consideration
of anatomical structures other than the hippocampus, and through carefully
controlled studies of the function of the hippocampus. One function of the
hippocampus that is universally accepted is its role in system consolidation. What
is less clear is how this process should be conceptualized (e.g. transferring
memories, transforming memories). Another key line of controversy is whether
the hippocampus permanently stores certain kinds of information (e.g. that are
required for detailed episodic remembering) and/or is specialized for processing
certain kinds of information (e.g. spatial maps) that are crucial for some kinds of
memory more than others (reliving memories as scenes from the past).

THEORIES OF REMEMBERING, KNOWING,
AND FORGETTING

Recall versus recognition and familiarity versus
recollection

This chapter has, thus far, concentrated on different types of memory systems.
But to what extent do different types of memory fasks use different memory
systems? Within the domain of explicit tests of memory (i.e. in which participants
are directly asked to remember), the main tasks used are tests of recognition
memory and tests of recall. In typical tests of recall, participants may be shown
a list of words and asked to recall them in any order (free recall), in the order
given (serial recall) or given a prompt (e.g. “one of the words begins with W,”
cued recall). In typical tests of recognition memory, participants may be shown
a list of words and then, at test, asked to decide whether a given word was
previously presented on that list (single probe recognition) or shown two words
and asked to decide which one was previously presented in the list (forced choice
recognition). Some typical results are shown in the figure at the top of p. 219.

Mandler (1980) proposed that recognition memory consists of two distinct
mechanisms and that this could account for its general advantage over tests of
recall. One mechanism, familiarity, is considered to be context free and the
recognized item just feels familiar. The other mechanism, recollection, is context
dependent and involves remembering specific information from the study episode.
Tests of recall are considered almost exclusively to be dependent on recollection.
Recollection and familiarity are associated with different “feelings” or conscious
states. These have been called “remembering” and “knowing,” respectively
(Gardiner, 2000; Tulving, 1985). Recollection, in particular, has been described
as “mental time travel,” in which contextual detail is placed in a personal past
(Wheeler et al., 1997).

If amnesia reflects a deficit of contextual information, then it would be
expected that they would be more reliant on familiarity and that recognition
memory may be less impaired than recall. However, in most amnesics this is not
the case (Kopelman & Stanhope, 1998). It is important to note that most amnesics
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have damage to several regions in and around the
medial temporal lobes and if the mechanisms
supporting familiarity and recollection are separate
but nearby, then deficits in both could well be the
norm. A number of reports of patients with very
selective damage to the hippocampus do, how-
ever, support the notion that recollection can be
specifically impaired (Aggleton & Brown, 1999;
Bastin et al., 2004). Mayes and colleagues have
documented the remarkable patient, YR (Mayes
et al., 2001, 2002, 2004). Not only was YR’s
recognition memory for single items (e.g. words,
pictures) spared but she could recognize previ-
ously seen stimulus pairs provided they were of
the same kind (e.g. word—word, object—object)
but not if they were of a different kind (e.g.
object—location, word—object, face—name). It is
suggested that associations between different
kinds of material are recollection-based and
depend on the hippocampus, whereas associations
between stimuli of the same kind can also be
performed by the perirhinal cortex and may be
familiarity-based (Mayes et al., 2007). Therefore
lesions of the hippocampus may spare perform-
ance on the latter tests, despite the tests falling
within the remit of declarative memory.

In contrast to the position that familiarity and
recollection are different processes, some have
argued that they are just stronger and weaker
forms of the same process (Wixted & Stretch,
2004) or that the processes involved in familiarity
are a subset of those involved in recollection. For
example, recollection may require the additional
use of frontal mechanisms (Manns et al., 2003a;
Squire et al., 2004). There is some problematic
evidence for these accounts. Ranganath et al.
(2004) conducted an fMRI study that shows
hippocampal activity in recollection, whereas
familiarity selectively activated an adjacent region
of cortex, called the perirhinal cortex. A more
recent single-case study of a human patient with
a perirhinal lesion but spared hippocampus
demonstrated impaired familiarity but spared
recollection (Bowles et al., 2007). This supports
the idea that familiarity and recollection have
partly separable neural processes.

Eichenbaum ef al. (2007) offer an account of
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In Eichenbaum et al.’s (2007) model, the perirhinal cortex is
assumed to process item representations (important for
familiarity), the parahippocampal cortex is assumed to process
“context” (including scene perception) and the hippocampus
binds items in context (important for recollection).

how recollection and familiarity depend on different regions within the medial
temporal lobes and relates it specifically to the kinds of information that these
regions are specialized for processing. Specifically, perirhinal cortex is assumed
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KEY TERM

Levels-of-processing
account

Information that is
processed semantically
is more likely to be
remembered than
information that is
processed perceptually.

to process item representations (important for familiarity), the parahippocampal
cortex is assumed to process “context” (including scene perception) and the
hippocampus binds items in context (important for recollection).

Why do we forget things?

Forgetting may be important for efficient use of memory, rather than a design fault.
Access to previous information needs to be prioritized so that the most relevant
information is retrieved. One needs to remember where, for example, the car is
parked today not where it was parked last week. It may be adaptive to lose
information for some episodes, or to blend information from different episodes
together (e.g. to be able to remember where one fends to park the car). Explanations
of why we forget have tended to be divided into the stages of encoding, storage
or retrieval (for a more unitary account of forgetting, see Wixted, 2004). Each of
these may be relevant to some degree.

If information is not processed adequately at encoding it may be forgotten.
The levels-of-processing account of memory states that information that is
processed semantically is more likely to be remembered than information that is
processed perceptually (Craik & Lockhart, 1972). For example, if participants are
asked to generate an adjective for a list of words (e.g. house — big) relative to
generating a rhyme (house — mouse) or counting letters (house — 5), they are
much more able to later recall those words (Eysenck, 1974). Regions in the frontal
lobes may be important for selecting the attributes to attend to at encoding (Kapur
et al., 1994). Some studies have examined forgetting due to encoding directly.
Wagner et al. (1998b) scanned participants when they were studying a list of
words that were subsequently tested in a recognition memory test. Following the
test, they then went back and looked at the brain

MNooW B

[= T

Signal change

|
-

(b)

Signal change
- Wos

Lo

activity during encoding to ask the question:
does the brain activity at encoding predict which
items are later going to be recognized and which
will be forgotten? Activity in left temporal (para-
hippocampal) and a left ventrolateral prefrontal
site at encoding was predictive of later recognizing
versus forgetting. The frontal activity may relate
to selection of features to encode, whereas the
medial temporal activity reflects actual memory
formation. Electrode recordings in humans have
shown that synchronous firing of neurons in
hippocampal and surrounding cortical regions
predicts subsequent memory versus forgetting
(Fell et al., 2001). An amnesic patient has been
shown to demonstrate normal frontal lobe activity
at encoding despite having no subsequent memory
(see Buckner et al., 1999).

Distinguishing between forgetting due to
loss from storage versus a failure of retrieval is
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to be subsequently remembered or forgotten.

very hard in practice. This is because informa-
tion that appears inaccessible may subsequently be
remembered (implying it was never really lost),

predicts whether the word is likely
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or information may appear accessible when certain tests are used (e.g. implicit
tests) but not others. If one accepts a multiple memory systems view, then it is
conceivable that memories can be lost from one store but not other stores.

Tulving (1983) has argued that the extent to which there is contextual
similarity between the retrieval attempt and the initial encoding phase predicts
the likelihood of remembering versus forgetting. This has been termed the
encoding specificity hypothesis. Godden and Baddeley (1975) taught people
lists of words either on land or underwater (when diving), and tested their recall
either on land or underwater. Recall was better when learning and test were in
the same location (land—land, sea—sea) relative to when they differed (land—sea,
sea—land). Similarly, alcoholics may hide objects when drunk, forget where they
are when sober, but remember the location again on a subsequent binge (Goodwin
et al., 1969). In these experiments, forgetting appears to reflect retrieval difficulties
rather than storage difficulties.

What type of mechanism gives way to forgetting things that have already been
encoded? Two broad explanations exist: passive mechanisms such as trace decay
(memories spontaneously weaken), or active mechanisms such as interference and
inhibition (memories weaken through interactions with each other or with strategic
control processes). Although trace decay is hard to rule out altogether, there is
good evidence for more active forgetting mechanisms. Anderson et al. (1994)
devised a memory paradigm consisting of three phases. In the first phase,
participants study lists of words associated with several different category labels
(e.g. fruit—orange, fruit-banana). In the second phase, they rehearse some of the
associations (e.g. fruit-orange) but not others (e.g. fruit-banana). In the test phase
they are given the category labels (e.g. fruit—) and asked to generate the initial
studied words. Performance on unstudied exemplars (e.g. banana) was worse than
for studied items in the second phase and, crucially, was worse than that expected
if the second phase had been omitted altogether. Anderson et al. (1994) argue that
the act of retrieval causes active inhibition of similar competing memories. This
has been termed retrieval-induced forgetting. To return to the car analogy,
remembering where one parked the car today may actively inhibit memories for
where it was parked on other days.

The previous section suggested that in some

KEY TERMS

Encoding specificity
hypothesis

Events are easier to
remember when the
context at retrieval is
similar to the context at
encoding.

Retrieval-induced
forgetting

Retrieval of a memory
causes active inhibition of
similar competing
memories.

Directed forgetting
Forgetting arising because
of a deliberate intention
to forget.

situations memories can automatically be inhib-

ited, leading to forgetting, but can memories £ =

be inhibited voluntarily? Can we choose to forget? £ Words learned
Experiments using the directed forgetting 2Wr aftiend
paradigm suggest that it is possible. In directed =

forgetting experiments, participants are read two g 30~

lists of words. In the experimental condition, after B

the first list they are told that this was a practice S 20 Words learned
block and the list can be forgotten. In the control 3 bR
condition, they are told that the first list needs g 10+

to be remembered. After both lists have been g

presented they are instructed to recall from both g 0 I

lists even though they had previously been Recalled on land

Recalled underwater

instructed to forget them. Recall is generally worse
for the words given forget instructions (Bjork,
1998). Conway and Fthenaki (2003) found that
lesions to the right frontal lobe disrupted the ability

recalled in the same context.
From Baddeley, 1990.

Words are better remembered if they are both learned and
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KEY TERMS

Constructive memory
The act of remembering
construed in terms of
making inferences about
the past, based on what
is currently known and
accessible.

False memory

A memory that is either
partly or wholly inaccurate
but is accepted as a real
memory by the person
doing the remembering.

to do direct forgetting but retrieval induced forgetting remained intact. This
demonstrates a dissociation between voluntary or strategic forgetting, on the one
hand, and automatic or rehearsal-based forgetting, on the other. Anderson et al.
(2004) conducted an fMRI study in which pairs of words (e.g. jaw—gum,
steam—train) were learned and then, at test, cue words (e.g. jaw—, steam—) were
presented and participants were instructed either to remember the associate or not
remember it. Not-remembering instructions relative to remembering instruc-
tions were linked to activity in the left and right dorsolateral prefrontal cortex.
Remembering relative to not-remembering instructions were linked to activity in
the hippocampus.

Memory distortions and false memories

One pervasive metaphor for memory is in terms of a store of memory traces, and
the act of remembering involves the retrieval of traces from the store (see Roediger,
1980). This metaphor is misleading: the past is not, by and large, represented in
different brain structures from those concerned with dealing with the present. The
alternative view is that the act of remembering can be construed as making
inferences about the past based on what is currently known and accessible. This
contrasting approach to the storehouse metaphor is termed the constructive
memory approach (Schacter et al, 1998). Studies based on the constructive
memory approach have tended to rely on evidence of memory distortions, or false
memories, rather than forgetting. A false memory is a memory that is either partly
or wholly inaccurate, but is accepted as a real memory by the person doing the
remembering.

Roediger and McDermott (1995) developed a paradigm that could induce high
levels of false recall and false recognition in non-clinical populations. At study,
participants are read lists of words (e.g. bed, night, tired . . .) that are semantically
related to a critical word that is never presented (e.g. sleep). At test, participants
claim to remember many of the critical words. They do so with high confidence
and will attribute recollective experience to the false recognition (not just famili-
arity). If some of the lists are presented in male and female voices they will state
that the critical word “sleep” was heard in a particular voice, even if the instructions
encourage them not to guess (Payne ef al., 1996).

How can these results be explained? One explanation is that the critical word
is implicitly activated at encoding through a semantic network (Underwood,
1965). However, it is not clear why this would result in a feeling of remembering
as opposed to familiarity. Another explanation is that participants consciously think
about the critical word (“sleep”) at encoding and subsequently confuse thinking
for hearing. One problem for this theory is that false recognition can be induced
using abstract shapes presented at study that are based on a non-presented
prototype (Koutstaal et al., 1999). It is unlikely that participants would consciously
generate other abstract shapes at study. A more satisfactory explanation is that
false recognition/recall occurs because the features of the non-presented item
reactivate the stored features relating to true events (Schacter & Slotnick, 2004).
Evidence for this comes from the observation of hippocampal activity in both true
and false recognition observed by fMRI (Cabeza et al., 2001). In some situations,
amnesic patients with hippocampal lesions may be less susceptible to false
memories (because they are unable to store the information that gives rise to
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Try reading aloud these lists of words to a friend and then ask them to
recall as many of them as possible. Do they misremember hearing the
words “sleep,” “foot,” and “bread”? (Lists taken from Roediger and
McDermott, 1995.)

bed shoe butter
rest hand food
awake toe eat
tired kick sandwich
dream sandals rye
wake soccer jam
snooze yard milk
blanket walk flour
doze ankle jelly
slumber arm dough
snore boot crust
nap inch slice
peace sock wine
yawn smell loaf
drowsy mouth toast

the distortion) giving them paradoxically better memory than controls (Mullally
et al., 2012).

There are some brain differences between true and false recognition. If words
are initially presented on either the left or right side, then a contralateral ERP
component is subsequently observed for true but not false memories (Fabiani
et al., 2000). Moreover, in an fMRI study involving abstract shapes, activity in
early visual regions was found for true but not
false memories (Slotnick & Schacter, 2004). Why
don’t participants use this sensory signal to avoid
false recognition? It is possible that the differ-
ence between true and false memories lies within
implicit memory systems and makes little con-
tribution to the conscious memory evaluation.

THE ROLE OF THE
PREFRONTAL CORTEX IN
LONG-TERM MEMORY

Fletcher and Henson (2001) offer a simple and A number of rgsearchers have made a distinction between the
. .. separate functions of the ventrolateral (VL), dorsolateral (DL) and
effective way of characterizing the role of

) anterior frontal (AF) cortex of the lateral frontal lobe.
p refror}tal CO}‘tCX mn long_term_ m.emory" namely From Fletcher and Henson, 2001. Reproduced with permission of Oxford
“working with memory.” This is obviously a  University Press.
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(@) play-on-words with its parallel function in the
short-term memory domain, i.e. working memory.
Working memory and working-with-memory
PapmEr Lo should not be thought of as separate brain mech-
anisms: both require maintaining and manipulating
information that is currently accessible but differ
only in whether that information is attributed to
past or present events.

Memory encoding

The ventrolateral PFC has been linked to long-

© term memory encoding which, in broader
I cognitive terms, may be a by-product of its role

g - in selecting and maintaining information within

5 1 ; A T working memory (the left ventrolateral region

g\ being synonymous v.wth B.roca’s afea). As already

5 T 2 noted, activity in this region predicts subsequent

& o remembering relative to forgetting (Wagner et al.,

L R L R L R 1998b). This region is associated with levels-
of-processing manipulations in which semantic

Attending to verbal and non-verbal stimuli at memory encoding versus shallow processing of a stimulus is com-
has different consequences for left and right prefrontal activity. pared using functional imaging (Kapur et al.,

Reprinted from Kelley et al., 1998. © 1998 with permission from Elsevier. 1994). The left hemisphere may be important
during verbal encoding, and the right hemi-
sphere may be important when pictures or faces are presented (Wagner et al.,

1998a).

The dorsolateral PFC is implicated in manipulating (e.g. ordering) information
in working memory (Petrides, 2005). In memory encoding this region (along with
ventrolateral PFC) is activated more when presented with structured (e.g. 2468)
versus unstructured (e.g. 3972) digit strings (Bor ef al., 2004). During encoding
of words, dorsolateral prefrontal cortex (DLPFC) activation was predictive of
subsequent semantic clustering during free recall (e.g. recalling names of fruit
together; Long ef al., 2010). Similarly, when participants were asked to reorder
a set of words at encoding (versus passively rehearse) then activity in dorsolateral
PFC predicted subsequent long-term memory for those reordered items, but
ventral regions predicted long-term memory on both reordered and rehearsed trials
(Blumenfeld & Ranganath, 2006).

Monitoring and memory retrieval

In addition to its role in encoding, Fletcher and Henson (2001) suggest that the
dorsolateral PFC (particularly in the right hemisphere) is involved in evaluating
what has been retrieved from long-term memory—so-called monitoring. This also
relates to the concept of source memory and recollective experience discussed in
more detail below.

Retrieval demands can vary, depending on the type of retrieval cue provided
(e.g. free recall, cued retrieval or recognition) and/or the amount of information
that needs to be retrieved (e.g. the amount of contextual information). Activity in
the dorsolateral region, particularly on the right, is greatest when the retrieval cue
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is minimal (e.g. free recall; Fletcher et al., 1998); is greatest when context must
be recollected compared with simple recognition (Henson ef al., 1999b); and is
greatest when confidence in memory judgments are low irrespective of whether
the stimulus was indeed old or new (Henson ef al., 2000). Maril et al. (2001) found
that activity was greatest in the right DLPFC when participants were in a tip-of-
the-tongue state (induced by cues such as: Chinatown + director, Iraq + capital),
relative to when they were certain that they did not know the answer, or when the
solution was accessible to them. This also suggests that activity in the region is
related to uncertainty (in the tip-of-the-tongue state) rather than retrieval success
or failure.

Experiential states

As noted previously, recognition memory is associated with different kinds of
experiential states termed familiarity and recollection. These are frequently
discussed in terms of the contributions of different structures within the medial
temporal lobes, but prefrontal regions may contribute too. For instance, prefrontal
cortex may be responsible for making decisions based on the information that
resides in medial temporal structures (and linking other kinds of information such
as schemas, reward outcomes, etc.). Consistent with this, fMRI activity in the
hippocampus was found to predict an implicit measure of memory (amount of time
looking at old/new items), whereas activity in prefrontal cortex was linked to
conscious recollection judgments (Hannula & Ranganath, 2009). In one recognition
memory test using fMRI, participants were asked to judge whether they remember
any context detail, or whether they know that they have seen it before but do not
recollect context (Henson et al., 1999a). A left anterior frontal region was
associated with “remember” responses and explained as retrieval of contextual
detail, whereas a right dorsolateral frontal region was associated with “know”
responses and explained as greater memory monitoring due to lack of certainty.

Source monitoring

Source monitoring is the process by which retrieved memories are attributed to
their original context; for example, whether the event was seen or imagined,
whether the story was told by Tim or Bob, whether the event happened in the
morning or evening, and so on. This is closely related to the process of recollection
that has already been considered. However, Johnson and colleagues argue that
placing an event in context involves an active evaluation process rather than
directly retrieving information that specifies the origin of the memory (Johnson,
1988; Johnson ef al., 1993). Moreover, the evaluation is based on qualitative
characteristics of the information retrieved, such as the level of perceptual,
temporal, spatial, semantic and affective information. External events contain
richer spatial, temporal, affective and perceptual detail than mental events
(thoughts, imagination), whereas the latter may contain information about
cognitive strategies.

To give an example from this literature, Johnson et al. (1988) asked
participants to distinguish between memories of heard and imagined words. One
group of participants heard some words in the experimenter’s voice and was asked
to imagine another set of words in the experimenter’s voice. These participants
made more source confusions than another group who heard words in the

KEY TERM

Source monitoring

The process by which
retrieved memories are
attributed to their original
context.
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How can we distinguish
between memories for heard
words and memories for
imagined words? Source
monitoring involves an active
evaluation of the quality and
content of the retrieved
information.

KEY TERMS

Confabulation

A memory that is false
and sometimes self-
contradictory without an
intention to lie.

experimenter’s voice and were asked to imagine another set of words in their own
voice. Encoding of more perceptually distinct features can aid source monitoring
(deciding whether a word was heard or imagined) even if the perceptual features
are imagined.

Information relating to source may be contained in regions throughout the
brain that processes perceptual, semantic and affective information. Within the
medial temporal lobes, research using fMRI suggests that the hippocampus (and
parahippocampal cortex) may be differentially activated by source recognition and
the perirhinal cortex by item recognition (Davachi et al., 2003).

Brain lesions to the prefrontal cortex also disrupt source monitoring. These
patients have difficulties in putting memories in their spatial and temporal context
despite having generally good recognition memory (Janowsky et al., 1989; Milner
et al., 1991b). Prefrontal lesions may also impair source memory for spatial context
even when the patients claim to have subjective “remember” experiences (Duarte
et al., 2005). Damage to the parietal lobes, by contrast, does not impair source
monitoring but these patients tend to lack confidence in their memory judgments
(Simons et al., 2010) perhaps due to having lower imagery of remembered events.

Memory for temporal context

It may be that different regions within the PFC contribute to source memory in
different ways. For instance, one claim is that the orbitofrontal cortex is particularly
specialized for temporal context. Remembering when something happened
(or which happened more recently) may require a different kind of cognitive
mechanism, because memories do not come conveniently time-stamped. Evalu-
ating temporal context may rely on other strategies such as memory strength or
associations between temporally adjacent items. Patients with lesions in the
orbitofrontal cortex may have problems in temporal source monitoring, but not
spatial source monitoring or deficits in standard tests of memory recognition/recall
(Duarte et al., 2010). Functional imaging suggests that the region is involved in
successful encoding of temporal context but not necessarily its retrieval (Duarte
et al., 2010).

Lesions in the orbitofrontal region are also associated with a neurological
symptom called confabulation (Gilboa & Moscovitch, 2002). Confabulating
patients generate false memories either spontaneously or when prompted. For
example, when one patient was asked about the Falklands war, she spontaneously
described a fictitious holiday to the islands (Damasio et al., 1985). She pictured
herself strolling with her husband, and buying local trinkets in a store. When asked
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In the task devised by Schnider, participants must remember whether an item was previously
presented in the current list (marked by *). However, some items are repeated between lists
too (e.g. the crocodile appears on several lists) and confabulating patients have particular
difficulties with these items.

From Schnider and Ptak, 1999. Reprinted by permission from Macmillan Publishers Ltd.

by the experimenter what language they speak there, she confidently replied:
“Falklandese, what else?”” One theory is that confabulation is related to temporal
context confusion, such that confabulated memories represent blends of informa-
tion from real memories (including, perhaps, memories for news and film clips)
across different time periods (Schnider, 2003; Schnider & Ptak, 1999; Schnider
et al., 2000). Schnider argues that the deficient mechanism is one of inhibiting
irrelevant memories rather than context retrieval per se. Evidence from this comes
from a number of studies in which confabulators are compared with non-
confabulating amnesics. The task of the patients is to detect whether a word or
picture has previously been presented before in the current list. If patients
producing spontaneous confabulations are given a word that was on a previous
list but that is new to the current list, then they incorrectly state that it was in fact
on the current list. This may be consistent with a wider role of this region in tasks
such as extinction learning (i.e. learning that a previously rewarded stimulus should
no longer be responded to).

Evaluation

A useful metaphor for the functions of the prefrontal cortex in long-term memory
is “working with memory.” At encoding, this relates closely to the purported role
of these regions in working memory: with ventrolateral regions supporting
selection/maintenance and dorsolateral regions supporting manipulation (e.g.
ordering to-be-remembered items). At retrieval, the prefrontal cortex may be
involved in monitoring and evaluation of the contents of memory including
confidence judgments, experiential states, and source monitoring.



* Traditionally, short-term memory (STM) has been considered as
distinct from long-term memory (LTM), although an alternative view
regards STM as the temporary activation of LTM. Working memory
involves the manipulation of information held within STM and is linked
to dorsolateral regions of the prefrontal cortex.

* Long-term memory can be divided into explicit and implicit memory
(or declarative/non-declarative), according to whether the content of
memory is amenable to conscious report. Explicit memory consists of
knowledge of facts (semantic memory) and events (episodic memory).
Implicit memory consists primarily of skills and habits (procedural
memory) and perceptual knowledge.

* Amnesia can arise from damage to medial temporal lobes, including
the hippocampus. It results in selective impairment of declarative
memory, leaving implicit memory intact. Both semantic and episodic
memory is impaired in amnesia, although the extent of semantic
memory impairment is variable.

* Amnesia is typically explained as a deficit in consolidation (i.e.
forming of permanent new connections) and produces difficulties in
acquiring new declarative memories (anterograde impairment) and
retrieving old memories that were not fully consolidated at time of
injury (retrograde impairment). It is generally believed that the
hippocampus has a time-limited role in consolidation that gives rise to
a temporal gradient when damaged (remote memories are spared
more than recent memories).

* Recognition memory is generally believed to have two components:
recollection (context-dependent) and familiarity (context-independent).

* Although the medial-temporal lobes are, collectively, involved in
supporting declarative memory there