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■ Abstract The development of functional magnetic resonance imaging (fMRI)
has brought together a broad community of scientists interested in measuring the
neural basis of the human mind. Because fMRI signals are an indirect measure of
neural activity, interpreting these signals to make deductions about the nervous system
requires some understanding of the signaling mechanisms. We describe our current
understanding of the causal relationships between neural activity and the blood-oxygen-
level-dependent (BOLD) signal, and we review how these analyses have challenged
some basic assumptions that have guided neuroscience. We conclude with a discussion
of how to use the BOLD signal to make inferences about the neural signal.

INTRODUCTION

Functional magnetic resonance imaging (fMRI) has greatly increased our ability
to study localized brain activity in humans. Because humans are a cooperative and
intelligent subject population, fMRI can be used to study problems that are very
difficult to approach in animals. For example, what are the neural mechanisms that
allow us to see objects, plan for the future, and recall ideas? How are feelings and
thoughts represented in the brain?

The broad interest in these questions, coupled with the widespread availability
of magnetic resonance (MR) scanners, brings together many investigators with dif-
fering perspectives on how to analyze brain computations. Also, each neuroscience
tool, including the microscope, the microelectrode, and behavior, has limitations;
each tool informs us about some, but not all, components of neural computation.
Because of the diversity of investigators and the limited understanding of this new
tool, fMRI data have been interpreted in a variety of ways.

As with other tools, fMRI will be integrated effectively into neuroscience when
we can identify which aspect of the neural signals fMRI measures and how these
measurements relate to those made with other instruments. Here, we describe our
current understanding of the causal relationships between neural activity and the
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blood-oxygen-level-dependent (BOLD) fMRI signals. We further analyze how to
interpret the BOLD signal and indirect measure of brain activity in terms of the
brain’s synaptic activity and action potentials.

The process of understanding the relationship between the BOLD signal and
neural events has challenged some basic assumptions that have guided neuro-
science. For the past 40 years, measurements of cortical processing have been
dominated by the analysis of action potentials. We now know that the BOLD sig-
nal does not correlate perfectly with action potentials, but rather measures a mix
of continuous membrane potentials and action potentials. This complicates any
comparison of it with single-unit physiology, but it also offers an opportunity to
consider whether our understanding of neural information processing might ex-
tend beyond action potentials to include a range of signals that are an important
part of neural computation.

With recent advances in understanding the physiological mechanisms that con-
vert neural activity to BOLD signals, we have some answers about a question
that is at the heart of the vast majority of experimental fMRI papers: What does
the BOLD signal tell us about the neural signal? The reader should not be disap-
pointed to learn that there are only partial answers as to how to design experiments
that provide unambiguous interpretations from BOLD signals to neural signals.
Methods of relating different neuroscience measurements have evolved over many
decades in the areas of anatomy, microelectrodes, genomics, and behavior. Rather,
we hope the reader will be encouraged to learn that good progress has been made
and that it is possible to seriously address this important issue. The main portion
of the review describes our view of the signaling pathway.

We conclude with a speculative discussion of what the BOLD signal can teach
us about the neural signal. We note that some commonly used BOLD measures,
for example the absolute size of the fMRI contrast signal, cannot be relied upon to
measure the amplitude of the neural responses at two different cortical locations. On
the other hand, measurements of stimulus selectivity at a single cortical location
have a better logical foundation. Measurements of spatial maps are on a solid
footing as well, although the spatial precision of map measurements may differ
across cortex. We describe a preliminary mathematical framework that may be
useful when extrapolating from BOLD to neural signals.

THE BOLD SIGNAL

The MRI Signal

Magnetic resonance measures how radio frequency electromagnetic waves act
upon dipoles in a magnetic field. In the specific case of brain measurements, the
MR signals arise mainly from the hydrogen nuclei in water, which are the only
dipoles present in significant density to support measurements at high spatial res-
olution. The MR signal measures how these dipoles transition between different
energy states. The now familiar MR images represent measurements of how these
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transitions differ depending upon the properties of the nearby tissue or the physi-
ological state of the brain.

The hydrogen nuclei achieve a relatively organized, low-energy state when the
subject enters the static (B0) field of the MR scanner. The strength of this magnetic
field is specified in units of Tesla, and common field strengths range from 1.5 to
4.7 T. In the presence of a strong magnetic field, there is a tendency for the magnetic
moment of these nuclei to align parallel or antiparallel to the main field—in much
the same way as the dipole moment of a small bar magnet aligns itself with the
local magnetic field.

The magnetic resonance measurement begins when the experimenter introduces
a radio frequency (rf) pulse into the tissue. This pulse excites nuclei away from
their resting state into a higher energy state. For any particular dipole, such as a
hydrogen nucleus, this excitation is only effective at a resonance frequency known
as the Larmor frequency. At this frequency, which is proportional to the magnetic
field strength and the gyromagnetic constant of the hydrogen nucleus, the radio
pulse contributes precisely the amount of energy needed to cause the nuclei to
transition to a higher energy level and realign in the magnetic field.

The rf excitation pulses and the magnetic field gradients superimposed on the
B0 field can be applied according to a variety of different timing and amplitude
parameters. Adjustments to these parameters permit the investigator to obtain im-
ages that distinguish various properties of the brain, including structure (anatomical
imaging), flow (perfusion imaging), or neural activity (functional imaging).

Information about the nearby tissue is derived from the rate at which the hy-
drogen nuclei return to the low-energy state following the excitation. Imagine the
average initial orientation of a population of dipoles as a small vector pointed
in three-dimensional space; this vector is aligned with the B0 field. The rf ex-
citation pulse changes this population average. The relaxation back to the origi-
nal state can be described as changes in two dimensions, longitudinal re-growth
and transverse relaxation. Two exponential processes with time constants (T1
and T2) describe the relaxation back to the low-energy state. The T1 constant
measures the relaxation in the direction of the B0 magnetic field (longitudinal
re-growth). The T2 constant measures the transverse relaxation of the dipole in
the x-y plane that is perpendicular to the B0 field. These changes in the local
magnetic field are measured by special equipment (coils) that is placed within the
scanner.

The transverse relaxation, also called spin dephasing or spin-spin interactions,
is of special significance for fMRI. Any energy transition of a nucleus changes the
local field at nearby nuclei; these exchanges are called spin-spin interactions. In
an ideal homogeneous magnetic field, the transverse relaxation follows an expo-
nential signal decay (free-induction decay, FID); the time constant of the decay
is called T2. However, in physiological tissue the transverse relaxation is more
rapid because of local field inhomogeneities including those caused by the tissue
itself. When inhomogeneities are present, the decay constant is called T2∗. Field
variations randomly alter the frequency of the proton’s precession, disturbing the
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phase coherence and speeding the transverse relaxation. In the brain, the size of
these inhomogeneities depends upon the physiological state and in particular the
composition of the local blood supply. This physiological state depends, in turn,
on the neural activity. For this reason, measurement of the T2∗ parameter is an
indirect measurement of neural activity.

MR signals are significant for neuroscience applications because it is possible
to measure T2∗ at fairly high spatial resolution across the entire brain. These
measurements are obtained by superimposing small gradients upon the main B0
magnetic field (for descriptions on image formation, see 1, 2). Much of the present
review describes the chain connecting the neural activity and the resulting spatially
varying field inhomogeneities that are measured by T2∗.

The BOLD Contrast Mechanism

The mechanisms connecting neural activity to the measured T2∗ value are generally
called the BOLD contrast mechanism; this measurement is currently the mainstay
of brain fMRI studies.

As its name suggests, the BOLD contrast mechanism alters the T2∗ parameter
mainly through neural activity–dependent changes in the relative concentration of
oxygenated and deoxygenated blood. Deoxyhemoglobin (dHb) is paramagnetic (3)
and influences the MR signal (4) unlike oxygenated Hb. In the presence of dHb, the
T2 value decreases quadratically with field strength, as expected from the dynamic
averaging owing to diffusion in the presence of field gradients (5, 6). The effects
of dHb on T2∗ are even stronger, as first noticed by Ogawa et al. in their seminal
studies on the rat brain in high fields (7–9). Specifically, Ogawa & Lee observed
that blood vessel contrast varied with changes in blood oxygen demand or flow (9).
They attributed the contrast increase to a magnetic susceptibility effect associated
with the paramagnetic deoxyhemoglobin in red cells (7). They recognized the
significance of their finding and concluded “BOLD contrast adds an additional
feature to magnetic resonance imaging and complements other techniques that are
attempting to provide positron emission tomography-like measurements related to
regional neural activity” (8). Subsequently, the effect was demonstrated in the cat
brain during the course of anoxia (10).

Given these observations, the reader may now be wondering about the origin of
the signal increases typically reported in imaging experiments. Upon neural activa-
tion, any increases in dHb would be expected to enhance the field inhomogeneities
and reduce rather than increase the BOLD contrast. The observed enhancement
is due to an increase in cerebral blood flow (CBF) that overcompensates for the
decrease in oxygen, delivering an oversupply of oxygenated blood (11, 12). At
present, the reason for the mismatch between supply and consumption of blood
oxygen is unclear. In a perfectly regulated system, the blood oxygen level would
follow demand as neural activity waxed and waned. In fact, glucose supply does
appear to match the consumption. Why should the glucose supply, but not the
oxygen supply, match demand?
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One possibility is that the vasculature delivers a fixed ratio of oxygen and
glucose that is appropriate for an aerobic process. If both aerobic and anaerobic
processes demand glucose, then the result would be an oxygen surplus (e.g., see
13). According to this hypothesis, the intensity of the BOLD signal depends on
the relative proportion of local aerobic and anaerobic glucose metabolism, and
understanding the distribution of anaerobic metabolism becomes an important
consideration in interpreting the BOLD signal.

An alternative hypothesis is that oxygen extraction matches the metabolic needs
and the excess oxygen present in the blood supply is due to an inefficient delivery
process. Specifically, it has been proposed that this oversupply compensates for
the inefficient, passive oxygen diffusion that occurs at high flow rates (14, 15).
On this hypothesis, oxygenation supply is tightly coupled to neural activity, and
the anaerobic processes in the astrocytes represent only a negligible amount of
energy that is supplied by existing reserves (16, 17). There are some contradictory
observations, however, so that the interpretation of these circulatory and metabolic
changes remains uncertain (17, 18).

Physiological explanations of the BOLD signal can be tested by comparing
theory with the amplitude and time course of the measured BOLD. The time course
of the human BOLD response to a brief stimulus, the temporal impulse response
function, is often called the hemodynamic response function (HRF). There is
heterogeneity in the HRF across cortex of an individual observer (or animal),
between observers, and possibly across different sensory, motor, and cognitive
tasks (19–22). Figure 1a shows examples of the time course of the BOLD signals
in visual and motor cortex after subjects viewed a 2-s stimulus or performed a motor
act lasting 2 s (19, 23). The neural response to the sensory and motor acts ends
fairly quickly, within a few hundred milliseconds past T= 0; the BOLD response
begins roughly 2 s later, e.g., (24), rises to a plateau 6–9 s after stimulus onset, and
then returns to baseline. In some instances the BOLD response has a post-stimulus
undershoot, as can be seen in one of the four curves in Figure 1a (25–27).

There has been considerable focus on whether linear systems methods accu-
rately model the BOLD signal. Specifically, a number of investigators have tried
using the responses to brief stimuli (2 s) to predict the responses to visual or motor
acts of longer duration (>8 s). Examples of measurements of responses to 8 s
of visual stimulation and an 8-s motor act are shown in Figure 1b. The simple
prediction of a linear time invariant (LTI) system, in which the response to the
long-duration event is predicted from that to the short-duration event, fails signifi-
cantly (19, 28, 29). It is possible, however, to make reasonably accurate predictions
for responses to long-stimulus presentations on the basis of responses to stimuli
of 6 s and greater (19, 28, 30) and to predict responses to brief stimuli from the
responses to even briefer stimuli. Several authors have proposed modifications to
the linear model to account for the inability to predict very long-duration responses
from very short-duration responses (19, 28).

Despite the imprecision of the linear model predictions, a number of theorists
have proposed formulae to describe the impulse response function. The formulae
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Figure 1 Time course of the BOLD response. (a,b) Data are replotted from experi-
ments in motor cortex (open circles) (19) and visual cortex (open squares) (161). The
two panels show measurements in response to a visual stimulus or movement of 2 s
(a) or 8 s duration (b). (c,d) Theoretical temporal impulse response functions (also
called hemodynamic response functions) used in the statistical analyses of the BOLD
response. These curves are intended to represent the BOLD response to brief stimuli of
unit amplitude. The distributions of curves shown in these figures are derived from for-
mulae in (162) (c) and (32) (d). The distributions of curves were created by randomly
perturbing the parameters in the respective formulae by 10%.

for the HRF usually include parameters that permit the investigator to approximate
a range of HRFs such as those in Figure 1a,b. Data analysis packages all include
some assumption about the HRF, and two examples are shown in Figure 1c,d.
The collection of curves in Figures 1c,d show the consequence of varying the
parameters over a modest (10%) range (30–32).

The Significance of Human fMRI

Ogawa’s groundbreaking work generated great interest in human BOLD fMRI.
In 1992, three groups simultaneously and independently took the method a step
further by measuring the intrinsic BOLD signal in humans (24, 33, 34). These
reports initiated the flood of fMRI publications that have appeared in scientific
journals ever since.
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The success of fMRI stems partly from the availability of scanners, the noninva-
sive nature of the measurement, and its high spatiotemporal resolution compared
with other methods available for human research. Prior to the BOLD fMRI, the
only methods available to study the alert human brain were electro-encephalograms
(EEG; scalp potentials), magneto-encephalograms (MEG), and positron emission
tomography (PET). These methods suffer from either poor resolution or lack of
spatial localization. The two-point spatial resolution of fMRI, on the other hand,
at least in visual cortex, is on the order of two millimeters (35). Increased averag-
ing can, in principle, yield comparable spatial resolution in PET, but this method
requires the introduction of radioactive substances into the subject so that exten-
sive averaging or even many repeated studies of a single brain are not practical.
Using fMRI, one can study the same human brain for many hundreds of hours
without significant health risk. This ability both improves the signal-to-noise ratio
and permits the study of individuals whose brains are of particular interest, such
as neurological case studies.

The Neural Signal

To form a more complete picture of the neural mechanisms underlying behavior,
results from human fMRI experiments are often compared with those obtained
in electrophysiology made in homologous regions of monkey cortex. The vast
majority of such experiments in conscious animals report extracellular electro-
physiological recordings. It is therefore worth considering the question: What do
extracellular electrodes measure?

The Extracellular Field Potential

The extracellular medium surrounding neurons is a volume conductor with a re-
sistivity (specific impedance) that ranges from 200–400Äcm depending on the
neural site (36–39). This extracellular resistivity is higher than that of a saline bath,
∼65 Äcm, 1 Hz to –10 kHz (N.K. Logothetis, unpublished measurements). The
increased resistivity is due to limitations on the flow of ions in the extracellular
medium compared with the saline. For the frequency range of electrophysiolog-
ical signals (0 to about 2 kHz), inductive, magnetic, and propagative effects can
be ignored, and the electric field can be considered homogeneous and purely
resistive, obeying Ohm’s law. In such a static description, the flow of positive
ions (e.g., Na+) into the active sites of a neuron appears as a current sink (in-
ward current); the injected current flows down the core of the dendrites or axon.
Because currents flow in closed loops, a current outflow from distant inactive
membrane sites appears as a source (outward current) from which current flows
back to the injection site through the extracellular medium. The finite resistance
of the latter creates the extracellular field potentials (EFPs) that are measured by
electrodes.

The weighted spatio-temporal sum of the sinks and sources from multiple cells
is often called the mean extracellular field potential (mEFP; the black trace in
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Figure 2a). The weighting depends on several factors. Most importantly, the spa-
tial alignment of elongated neural processes establishes an anisotropic conductivity
across space and imparts a preferred directionality to the current flow. The direc-
tionality complicates the interpretation of the mEFP measurement: Cells whose
current flow travels in opposing directions will cancel each other out. There are
no practical methods for recovering information about the spatial conductance
pattern because such information is rarely available, and there is no widely agreed
upon model for interpreting the mEFP with respect to the factors that influence the
cellular currents.

Despite its limitations the mEFP provides an important tool for system anal-
ysis. Depending on the recording site, on the choice of electrode size and type,
on signal processing, and on the sophistication of mathematical analyses of its
spatiotemporal distribution, the mEFP can be still used to explore the functional
properties of neural tissues at a large range of spatial scales. It can be employed to
study properties ranging from single neurons to neuronal ensembles on a scale of
hundreds of microns. In neural structures with known anatomical organization the
study of ensembles often provides insights in the cellular components involved in
different computations, and the comparison of single- and multiple-unit activity is
useful for defining functional modules. We suspect the same will prove true of the
fMRI signal, especially as we learn more about how to constrain its interpretation
by combining imaging with other invasive or non-invasive modalities.

Spiking Activity

If a microelectrode with a small tip is placed close to the soma or axon of a spiking
neuron, spikes can be detected in the mEFP signal (Figure 2b). It is also possible to
measure spikes simultaneously from a collection of cells in a small neighborhood
using arrays of electrodes (40). Recent studies in rats, for instance, show that a
group of four closely spaced electrodes (tetrodes) placed within 50–100µm of
pyramidal neurons in hippocampus provide accurate information on a number
of spike parameters, including latency and amplitude; these spikes are measured
simultaneously by intracellular recordings (41, 42).

Ever since the early development of microelectrodes, action potentials of well-
isolated neurons have been used to understand the neural basis of behavior (43). The
dominance of the single-unit action potential was strengthened by its suitability for
studying the first steps of afferent information processing in sensory physiology
(44–47).

Computation

There are compelling reasons for focusing on the role of the action potential; for
example, the action potential is the only way neurons communicate over a distance.
Hence, ganglion cell action potentials contain all of the information communicated
from the retina to the rest of the nervous system. In general, information between
major structures—such as the LGN to V1—is contained within the action potentials
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Figure 2 Simultaneous measurements of the neural and BOLD signals. (a) The black
trace is a comprehensive (full-bandwidth; 0.050 Hz–22.3 kHz) mEFP signal. The red
trace shows the average BOLD response measured by combining approximately 25
voxels (1 3 1 3 2 mm) near the electrode tip. The vertical red dotted lines delimit the
stimulus presentation period. (b) Spike activity derived from the mEFP. (c) Frequency
band separation of the mEFP. The green trace (upper panel) is the LFP. The signal is
extracted by band pass filtering (10–150 Hz), rectification, and resampling (500 Hz).
The blue trace (lower panel) is the multiunit activity (MUA). The signal is extracted
from mEFP by band pass filtering (500–3000 Hz), rectification (absolute value), and
resampling (1 Hz). The distinct characteristics of LFP and MUA signals before rectifi-
cation are given in the expanded time scale of the insets, which show an interval of
1 s. (d) Estimated temporal impulse response function relating the neurophysiological
and BOLD measurements in monkey (81). Very similar estimates are obtained using
the LFP or MUA as the input neurophysiological signal.
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of the output neurons of these structures. Understanding this representation is
essential to understanding neural computations.

Put this way, it is also easy to see the drawback of studying only action potentials:
We learn little about the sub-threshold integrative processes that are essential for
producing spikes within these structures. Within the retina, for example, ganglion
cells are the only spiking neurons. If we restrict our study to ganglion cell spikes,
we would miss the origins of trichromacy in the continuous photo-responses of
the cone photoreceptors; we would miss how the rod and cone circuitry combine
to represent signals spanning eight orders of magnitude; the formation of color
opponency and the organization of the rod pathways would stay hidden from view.
An analysis of the retina restricted to spikes is superficial, much like a view of
the cortex that ends by declaring one region a face area and another a color area.
Measuring only the spikes on large axons projecting between areas misses an
essential question: What is the complete set of neural computations, including
spikes and sub-threshold synaptic potentials, that create the output responses?

Sampling Bias

Single-unit recordings, in particular using large electrodes, do not sample cell sizes
and types with equal probability (48, 49). Electrodes are more likely to sample
large cells, and this bias, in turn, is partially responsible for the cell-type bias.
The reason for the bias can be understood from basic signaling considerations.
An action potential from a large neuron generates greater membrane current and a
larger extracellular spike than an action potential from a small cell. Consequently,
the extracellular field from a large cell remains above recording noise levels over
a greater distance (50). For distances greater than about 140µm, spikes become
indistinguishable from background noise (42). Consequently, microelectrodes are
likely to sample preferentially the somas and axons of large cells, a prediction
supported by experimental work (49, 51). Further, in awake-behaving preparations,
movement artifacts are likely to shift the microelectrode out of the range of a small
cell’s extracellular potential, making it difficult to hold the signals from such cells
for the duration of an experiment. For all these reasons, we suggest that extracellular
electrodes probably over-sample large cells (e.g., pyramidal cells in cerebral cortex
and Purkinje neurons in cerebellar cortex).

An interesting study by Henze and colleagues provides more evidence of sam-
pling bias. These investigators made simultaneous in vivo, intracellular, and ex-
tracellular measurements in the hippocampus of the anesthetized rat. They placed
a tetrode array within the hippocampus and repeatedly advanced an intracellular
electrode searching for a signal that could also be measured by the tetrode array.
The 22 neurons that could be measured with the two types of electrodes were
morphologically identified by a biocytin injection (42). Of these successful mea-
surements, 21 were pyramidal cells and 1 was an inhibitory interneuron (42). This
sampling distribution differs from any reasonable accounting of the distribution of
cell types in hippocampus, which like the rest of cortex includes certain propor-
tions of large- and medium-size pyramidal cells, different sizes of stellates, and
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many inhibitory neurons as small as a few microns. The measured sample from
the tetrode array suggests a strong bias either in the intracellular sample or in the
ability to measure across cell types with the extracellular tetrode array.

Separating Sub-Threshold Potentials and Spiking Activity

If a microelectrode with a relatively large tip (low impedance) is placed in the
extracellular space, somewhat distant from large spiking neurons, the mEFP is
dominated by the analog synaptic voltages (dendritic events) and summed action
potentials from hundreds of nearby neurons (52, 53). This mEFP voltage can be
subdivided into two parts that measure either the dendritic events or the summed
spikes (for review see 54, 55). Specifically, applying a high-pass filter (cut-off
300–400 Hz) measures the multiple-unit spiking activity (MUA; Figure 2c, upper
panel); applying a low-pass filter (cutoff< 200 Hz) produces a waveform that
reflects the local synaptic voltages (LFP; Figure 2c, lower panel).

Multiunit Activity

Combined physiology-histology experiments demonstrate that the magnitude of
MUA varies considerably across brain sites (e.g., neocortex versus hippocampus);
within a region, however, the MUA magnitude is relatively constant. The local cell
size is an important factor in determining the MUA magnitude (56, 57). Sites of
large-amplitude and fast MUA signals generally have homogeneous populations
of large cells (58). These experiments further show that amplitude of MUA signals
covaries with the magnitude of extracellular spike potentials.

Local Field Potentials

The low-frequency range of the mEFP signal, the LFPs, represents slow electrical
signals and sub-threshold activity. Until recently these signals were thought to rep-
resent synaptic events exclusively. Evidence for this came from combined electro-
encephalographic (EEG) and intracortical recordings showing that the slow-wave
activity in the EEG is largely independent of neuronal spiking (59–62). Unlike
the MUA, the LFP magnitude is not correlated with cell size. Instead, the LFP
amplitude reflects the extent and geometry of dendrites in each recording site.
Cells in the so-called open field geometrical arrangement, in which dendrites face
in one direction and somata in another, produce strong dendrite-to-soma dipoles
when they are activated by synchronous synaptic input. Other cortical neurons
are oriented horizontally and contribute less efficiently or not at all to the sum of
potentials. The pyramidal cells with their apical dendrites running parallel to each
other and perpendicular to the pial surface form an ideal open field arrangement
and contribute maximally to both the macroscopically measured EEG and the local
field potentials.

Thus LFPs reflect primarily a weighted average of synchronized dendro-somatic
components of the synaptic signals of a neural population, most likely from within
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0.5–3 mm of the electrode tip (63, 64). Yet, it has been further shown that LFPs may
also measure other types of slow activity unrelated to synaptic events, including
voltage-dependent membrane oscillations (e.g., 65) and spike afterpotentials. To
be more specific, the soma-dendritic spikes in the neurons of the central nervous
system are generally followed by afterpotentials, a brief delayed depolarization, the
afterdepolarization, and a longer lasting afterhyperpolarization, which are thought
to play an important role in the control of excitation-to-frequency transduction
(e.g., 66–68). Afterpotentials, which are generated by calcium-activated potassium
currents (e.g., 67, 69–72), have a duration on the order of 10 s of milliseconds and
most likely contribute to the generation of the LFP signals, as first suggested by
Buzsaki and his colleagues (73, 74).

In summary, MUA measures regional neuronal spiking, whereas the LFP mea-
sures slow waveforms, including synaptic potentials, afterpotentials of somato-
dendritic spikes, and voltage-gated membrane oscillations. Hence, the LFPs are
information-rich signals that may influence local neural excitations (75) and may
reflect aspects of the input signal and the local intracortical processing mediated
by the sub-threshold signals of interneurons. Unlike the MUA, the LFP does not
reflect the action potentials carried by the principal (output) neurons.

BOLD IMAGES OF THE NEURAL SIGNAL

In the previous section, we reviewed a variety of ways to analyze the mEFP and
described how each method could be an important measurement of the signals
carried by the neuronal ensemble. In this section, we review the properties of the
BOLD signal with the goal of finding its place within the array of measurements
of the neural signal.

Sensory experiments frequently measure the relationship between stimulus en-
ergy and the BOLD response. In general, this relationship is nonlinear—the BOLD
response increases according to a compressive, nonlinear, saturating function of
stimulus energy (76). There are two stages of the path from stimulus energy to
BOLD response that may introduce this nonlinearity: The neural signal may de-
pend nonlinearly on the stimulus energy, and the BOLD response may depend
nonlinearly on the neural signal. A number of studies using various techniques
have presented data showing that in certain regimes there is a linear relationship
between neural activity and the subsequent BOLD response (77–80). This hy-
pothesis is important because if there is a linear relationship, there is a realistic
possibility of inferring neural signals from the BOLD response.

Logothetis and colleagues recently examined the relationship between BOLD
and neural activity by simultaneously acquiring electrophysiological and fMRI
data from monkeys in a 4.7 T vertical scanner (27, 29, 81). The BOLD response
reflected a local increase in neural activity as assessed by the mEFP signal. For the
majority of recording sites, the amplitude of the BOLD response was a linearly
increasing, but not a time invariant, function of LFPs, MUA, and the firing rate
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of small neural populations. A proportional increase in neural and hemodynamic
signals was observed in experiments varying (within a limited range) the stimulus
luminance contrast (81). This linear relationship over the measured range did not
extend to zero, suggesting that the entire relationship is nonlinear. The nature of
the nonlinearity in the low-contrast ranges, specifically, whether it is the tail-end or
saturation point of a compressive function as indicated to us by A. Movshon (per-
sonal communication), remains to be investigated. The correlation between firing
rate and BOLD was also confirmed with MRI/MRS studies in rats, whereby a linear
relationship between the cerebral metabolic rate, glutamatergic neurotransmitter
flux, and neural activity was demonstrated (82, 83).

The relative contribution of MUA and LFP signals to the BOLD response
was examined by applying time-dependent frequency analysis to the raw data
(81). In all these experiments, increases in the LFP range were both of greater
spectral power and higher predictive reliability. After stimulus presentation, a
transient increase in power was typically observed across all frequencies, followed
by a lower power level that was maintained for the entire duration of stimulus
presentation. A prominent characteristic in all of the spectrograms was a marked
stimulus-induced increase in the magnitude of the LFP; this increase was always
larger than that observed for MUA. A decrease in neural firing rates was also
observed immediately after the termination of the stimulus.

Comparing LFPs and MUA as Predictors of the
BOLD Response

Although the BOLD response is not linearly dependent on neural signals under all
conditions, linear time-invariance (LTI) is a reasonable first approximation over
restricted ranges (54, 55, 84, 85). In an LTI system, responses to arbitrary stimuli
can be predicted from knowledge of the input signal and the system’s impulse
response function.

To evaluate which of the neural signals is the causal agent in creating the
BOLD response, Logothetis et al. examined how well LTI methods could be used
to predict BOLD fMRI signal from LFPs, MUAs, and spikes (81). The neural and
BOLD measurements were obtained from a variety of cortical sites. Measurements
included simultaneous recording of visually driven signals as well as spontaneous
brain activity. The latter signals, when additionally prewhitened, offer an unbiased
estimate of the hemodynamic impulse response. Impulse response functions (see
Figure 2) were estimated from the responses to briefly presented stimuli, and the
estimated impulse response function was convolved with several types of neural
signals to evaluate how well each type of signal predicted the BOLD response.

Figure 3 shows the neural responses as well as the measured and estimated
BOLD responses for four stimulus durations at one cortical site. Estimates of
the time course of the neural response were relatively accurate over a range of
stimulus durations (up to 12 s). As the stimulus duration increases, so do the
errors. Deviations from linearity of this sort have also been described in the
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Figure 3 Simultaneous fMRI and intracortical recordings for visual stimuli of differ-
ent duration. The four panels show responses to stimuli of 3, 6, 12, and 24 s. The blue-
shaded trace is the LFP; the red trace is the BOLD response; the gray trace is the pre-
dicted BOLD response after convolution of the LFP with the temporal impulse
response function. Linear time invariant (LTI) predictions are in good agreement over
the duration range from 3 to 12 s, but the predictions of the latter portion of the 24-s
stimulus are poor, suggesting the existence of nonlinearities not captured by the LTI
analysis. The failure of accurate estimation of longer responses is in agreement with
reports from human data, as described in the text.
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analysis of linear systems properties in the human literature (see above; e.g., 19,
30).

In general, LFPs and MUA vary in a similar manner. Hence, at those sites where
the LFPs predicted the BOLD response, the MUA did too. Across cortical sites
there was a tendency for the LFP-based estimate to perform slightly better than
the MUA-based estimate: The LFP signal predicted 7.6% more of the variance
than the MUA. The difference, although small, was statistically significant. The
larger variability of MUA was mostly attributable to the stronger adaptation effects
observed in this frequency range of the mEFP.

Spikes Can Be Dissociated from LFP Signals

There is a strong correlation between local field potentials and BOLD response.
However, we still cannot be certain that the slightly greater predictive power of
the LFP over the MUA implies that spikes are not a key variable. Because of the
correlation between the LFP and MUA signals, either continuous potentials or
spikes could be the key determinant of the BOLD response. Circumstances do
exist, however, in which there is a dissociation between LFPs and spikes. Such a
dissociation was observed in visually driven neuronal responses in striate cortex
(81).

Figure 4 illustrates simultaneous measurements of LFP, MUA, and BOLD at a
single cortical site in response to visual stimuli. The upper and lower panels show
the responses to a 24- and 12-s stimuli, respectively. At this site, the MUA was
of brief duration in response to both stimuli, returning to baseline approximately
2.5 s after stimulus onset. In contrast, the LFP duration was similar to that of the
stimulus, remaining elevated for the entire stimulus duration. The BOLD response
also varied with stimulus duration. Hence, at this site, where the MUA and LFP
differ, only the LFP predicted the BOLD response. This dissociation could be
observed in about 25% of the responses. There was no single observation period
or recording site for which the opposite result was observed; that is, there was no
measurement in which the MUA was correlated with the BOLD but the LFP was
not.

An exquisite example of LFP-MUA dissociation was reported for cerebellar
cortex by Lauritzen and collaborators (78, 86). In cerebellar cortex, climbing fiber
stimulation causes monosynaptic excitation of the Purkinje cells, whereas simul-
taneous parallel fiber stimulation causes a disynaptic inhibition of the Purkinje cell
spikes (via the basket cells). Lauritzen and colleagues measured LFPs, single-unit
activity, and changes in cerebral flow by means of laser Doppler flowmetry (78).
They demonstrated that despite the inhibition of Purkinje cell spikes, parallel fiber
stimulation increases overall synaptic activity. Both LFPs and cerebral blood flow
increased, following the synaptic activity, even though spiking activity ceased.

Finally, exploiting the differential effect of neuromodulators on different cellu-
lar sites may experimentally induce LFP-MUA dissociation. In preliminary results
in macaques from the Logothetis laboratory, neuromodulators were injected during
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Figure 4 A cortical site in which the LFP and MUA predictions of the BOLD response
differ significantly. Responses to a 24-s (upper) and 12-s (lower) stimulation are
shown. The blue trace measures the LFP, the green trace measures the MUA, and the
red-shaded trace measures the BOLD response. The MUA signal is brief and approxi-
mately the same in both experiments. The LFP and BOLD responses covary with the
stimulus duration. At this cortical site and in 25% of the measurements, the LFP
response matched the BOLD response but the MUA did not. There were no instances
in which the MUA matched the BOLD response, but the LFP did not.
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simultaneous electrophysiological and BOLD neuroimaging experiments. Using
a triple pipette (electrode, saline, and a neuromodulator), 20 microliters of 0.01
mol 5HT (5-hydroxytryptoamine hydrochloride) were injected over a period of
10 min. Several minutes after the injection a profound suppression of the MUA
was observed. The LFP signal showed a slight increase and returned to base-
line within a few minutes. During this time, in which the MUA was silenced, no
significant change was discernible in the BOLD response. Spectrograms obtained
before and after the 5HT injection during visual stimulation confirmed that the
stimulus-induced spikes were entirely eliminated, although LFP activity was mod-
erately increased. These measurements show that it is possible to dissociate phar-
macologically spiking activity and hemodynamic responses. On the basis of the
several dissociations described in this section, we conclude that the LFP signal is
the key variable for the BOLD response.

In summary, the BOLD response primarily reflects the input and local process-
ing of neuronal information rather than the output signals, which are transmitted to
other regions of the brain by the principal neurons. The long-range projection sig-
nals from these principal neurons are the measurements that are mainly accessible
in single-cell recordings in the behaving animal.

NEURAL SIGNALS, METABOLISM, AND BLOOD FLOW

In the previous section, we reviewed the correlation between the neural signal and
the BOLD response. Here we examine the cellular and molecular neurovascular
coupling mechanisms that mediate this correlation. These mechanisms are the
scaffolding for the neurometabolic coupling between energy demand and supply.

The brain, as does the heart, makes ongoing demands for energy. The mean level
of energy required by the brain is very high, comparable to the energy required
by the heart. On top of this mean level, the regional demand fluctuates over time
and the delivery of oxygen and glucose modulates correspondingly. Experimental
descriptions of the coupling between demand and supply were provided over a cen-
tury ago in laboratory animals (87) and later verified with methods allowing local
cerebral flow measurements. Although such methods had been used in conscious
laboratory animals since the early 1960s (88), a precise quantitative assessment
of the coupling between neural activity and regional blood flow was only possible
after the introduction of the deoxyglucose autoradiographic technique that enabled
spatially resolved measurements of glucose metabolism in laboratory animals (89).
The results of a large number of experiments with the [14C]deoxyglucose method
have revealed a clear relationship between local cerebral activation and glucose
consumption (90).

The first quantitative measurements of regional brain blood flow and oxygen
consumption in humans were performed using the radiotracer techniques, which
were followed by the introduction of PET (for a historical review see 91). With PET
images, maps of activated brain regions were produced by detecting the indirect
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effects of neural activity on variables such as cerebral blood flow (92), cerebral
blood volume (CBV) (11), and blood oxygenation (11, 12, 93). At the same time,
optical imaging of intrinsic signals demonstrated the precision of neurovascular
coupling by constructing detailed maps of cortical microarchitecture in both the
anesthetized and the alert animal (94).

Although the existence of a regional coupling between neural activity,
metabolism, and hemodynamic changes is now established, the nature of the link
between these processes remains an area of study. If energy demand triggers CBF
changes, which cellular processes and sites dominate the energy consumption?
The structural and functional organization of the neuro-vascular system provides
some insights to these questions.

Structural Neurovascular Coupling

One method for studying vascular structure is to infuse low viscosity resins into the
vasculature and allow the resin to polymerize. Dissolving away the surrounding
tissue with alkali leaves a cast of the three-dimensional distribution of vessels; the
cast can then be sectioned and studied with scanning electron microscopy (SEM).
Such corrosion cast studies reveal a vast vascular network. These casts also reveal
several correlations between vascular density and neuronal structures.

Several investigators have shown that vascular density correlates with the num-
ber of synapses, rather than the number of neurons (95–97). For instance, Duvernoy
and colleagues demonstrated that the human cortical vascular network could be
subdivided based on density into four layers parallel to the surface. These layers
systematically overlap with certain portions of the cytoarchitectonically defined
Brodmann laminae. The first Duvernoy layer, consisting of vessels oriented ap-
proximately parallel to neural fibers, is entirely within the lower part of the molec-
ular layer (Layer I). This layer had the lowest vascularization and IVc had the
highest vascularization with a ratio of 3.3:1 (IVc:I, averaged across animals). In
layers IVc and I in macaque striate cortex, the synaptic density ratio is 2.43:1, the
astrocyte density is 1.2:1, and the neuronal density is 78.8:1. Hence, the vascular
density parallels that of the perisynaptic elements rather than the neuronal somata.

A general principle proposed by a number of investigators is that primary sen-
sory areas are characterized by a higher stimulus responsivity and capillary density
than association areas and that the vascularization follows cortical plasticity (e.g.,
95, 98–103). Figure 5b shows a clear example from the Duvernoy et al. study.
In this section through human calcarine cortex, one can see a dense vascular-
ization in the input layer (4C) that ends abruptly. The termination of the dense
vascularization is in a position that would ordinarily fall near the human V1/V2
boundary.

Similar results were obtained in different cortical areas of rodents. For instance,
endovascular casts revealed capillary densities resembling the whisker barrel pat-
tern that characterizes the somatosensory cortex of rats (104) and the spatial pat-
terns of stimulus-induced activation in the auditory cortex of chinchillas (98). It
seems that an anatomical neurovascular association exists, and this relationship
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Figure 5 Cortical vascularization across layers and area boundaries. (a) Vasculariza-
tion varies across the cortical layers, with the densest region falling near layers III and
IV. Note that layer I is moderately well vascularized. The cell body density in layer I is
two orders of magnitude lower than that of layer IVc. The synaptic density is about half
that of IVc. Hence, the vascular density parallels synaptic density more closely than
cell body density. (b) Vascular density varies across boundaries of functional areas.
Dense vascularization is present in calcarine cortex, but the density ends abruptly at a
location that is likely to be the V1/V2 boundary. These images were adapted from the
work of Duvernoy and colleagues (95).

may be a source of the variations in regional coupling between neural activity
and metabolism. The pattern of this anatomical neurovascular coupling suggests
that blood supply is better correlated with the number of synapses rather than the
number of neurons.

Functional Neurovascular Coupling

The cerebral metabolic rate (CMR) is commonly expressed in terms of oxygen
consumption (CMRO2). This is a convenient measure because about 90% of the
glucose is aerobically metabolized so that the CMR parallels oxygen consumption
(105, 106). The energy demands of different neural types probably reflect their
electrical activity and physical shape, and size. Large projection neurons, which
maintain energy-consuming processes over an extensive membrane surface, may
have relatively large average energy requirements. Other cells, including glia and
vascular endothelial cells, also play a role in metabolic function, and the specific
mechanisms regulating the neurometabolic coupling constitute an area of active
investigation. Several interesting cellular and molecular mechanisms and hypothe-
ses have emerged concerning how the cerebral blood flow is coupled to energy
consumption.

THE ROLE OF ASTROCYES IN COUPLING There is a tightly regulated glucose meta-
bolism in all brain cell types. An interesting case is the glial cell known as the
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astrocyte. The structural and functional characteristics of astrocytes make them
ideal bridges between the neuropil and the intraparenchymal capillaries (for de-
tailed references see 107). These specialized glia cells are massively connected
with both neurons and the brain’s vasculature.

It has been suggested that for each synaptically released glutamate molecule
taken up with two to three Na+ ions by an astrocyte, one glucose molecule enters
the same astrocyte, two ATP molecules are produced through glycolysis, and two
lactate molecules are released and consumed by neurons to yield 18 ATPs through
oxidative phosphorylation. Recent studies established a quantitative relationship
between imaging signals and the cycling of certain cerebral neurotransmitters
(108–110) because synaptic activity is tightly coupled to glucose uptake (111,
112). Stoichiometric studies using NMR spectroscopy suggest that the utilization
of glutamate (Glu), the dominant excitatory neurotransmitter of the brain (about
90% of the synapses in gray matter are excitatory) (113), is equal to the rate at which
glutamate is converted to glutamine (Gln) (114). The Glu to Gln conversion occurs
in the astrocytes, and the required energy is provided by glycolysis. Astrocytes
are indeed enriched in glucose transporters. The transporters are driven by the
electrochemical gradient of Na+; for this reason there is a tight coupling between
Glu and Na+ uptake. Both Glu to Gln conversion and Na+ restoration require ATP.
Gln is subsequently released by astrocytes and taken up by the neuronal terminals
to be reconverted to Glu (for review see 13). Calculations based on these findings
suggest that the energy demands of glutamatergic neurons account for 80 to 90%
of total cortical glucose usage in rats (114) and humans (115).

ENERGY CONSUMPTION Which neural signaling events consume most of the en-
ergy? Two groups of investigators calculated an overall energy budget that esti-
mates the energy requirements of neural signaling (16, 120). The budget is based
on neural circuitry assumptions concerning the number of vesicles released per
action potential, the number of post-synaptic receptors activated per vesicle re-
leased, the metabolic consequences of activating a single receptor and changing
ion fluxes, and neurotransmitter recycling. The largest portion of energy consump-
tion is attributed to the post-synaptic effects of glutamate (about 34% of the energy
in rodents and 74% in humans).

An interesting possibility is that there is a dissociation between the mechanisms
calling for the energy and those that use the energy; perhaps neurotransmitter-
related signaling, rather than local energy use, drives the hemodynamic responses
(121). Indeed, there is evidence that blood flow in a number of brain structures,
including neocortex, cerebellum, and hippocampus, may be controlled directly
by glutamate and GABA. In the cerebellar cortex, for example, the activation of
parallel fibers releases glutamate and leads to the depolarization of Purkinje cells
and interneurons. These cells, in turn, release GABA. Notably, the increased blood
flow that typically follows the activation of parallel fibers is blocked by inhibitors
of non-NMDA glutamate receptors, nitric oxide synthase, and adenosine receptors
(122), whereas microinjections of glutamate have vascular effects similar to those
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observed during stimulation of the parallel fibers (123). In neocortex and hip-
pocampus, microinjection of neurotransmitters dilates pial arterioles and/or pre-
capillary microvessels, an effect attenuated by inhibitors of nitric oxide synthase
(NOS) (124, 125).

These findings are in agreement with microstimulation experiments in which the
increase in glucose utilization is assessed during orthodromic and antidromic stim-
ulation. Orthodromic stimulation activates both pre- and post-synaptic terminals,
whereas antidromic stimulation activates only post-synaptic terminals. Glucose
utilization increased only during orthodromic stimulation (116–118; for review
see 119).

Taken together, these results suggest that presynaptic activity (restoration of
gradients) and neurotransmitter cycling are the main mechanisms that initiate
brain energy production, e.g., via glial pathways. In this view, CBF is controlled
by mechanisms that predict energy consumption, not by mechanisms that measure
the consumption.

IMPLICATIONS FOR NEURAL CODING While there are uncertainties concerning the
mechanisms of CBF control, there is widespread agreement that cortical signaling
consumes energy at high rates. This high level of energy consumption may have
implications for neural coding strategies because, on the whole, it is better to con-
serve energy and reduce spike count. But before such a hypothesis can be evaluated,
we must also have some measure of the benefits of these signals. The communi-
cating brain, like the beating heart, is doing something worthwhile. A high cost
(spike rate) may be worth the benefit for certain circuits and computations.

INTERPRETING THE BOLD SIGNAL

Many investigators use the BOLD response to estimate properties of neural sig-
nals. By describing the path from neural signals to the BOLD response, we hope to
establish some principles for estimating neural signals from BOLD responses. In
this section, we describe a framework to guide such inferences. First, we discuss
two qualitative principles, and then we describe formulae and simulations specif-
ically chosen to illustrate the limitations in using the BOLD response to estimate
the amplitude and spatial distribution of neural signals.

Qualitative Principles

Given the complexity of the relationship between electrical activity and the BOLD
signal, it will be some time before a complete model emerges. However, it is
worthwhile to discuss some qualitative principles about the interpretation of the
BOLD response. We describe two such principles concerning the interpretation of
amplitudes and cortical maps.
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COMPARISONS BETWEEN BOLD AND SINGLE-UNIT MEASUREMENTS: AMPLITUDES

A number of experiments demonstrate basic differences between the amplitude of
electrophysiological and BOLD responses. In one recent study Tolias and col-
leagues studied brain areas processing motion information (126) using an adap-
tation technique (127, 128). They repeatedly imaged a monkey’s brain while the
animal viewed continuous motion in a single, unchanging direction. Under these
conditions, the BOLD response adapts. When the direction of motion abruptly
reverses, the measured activity immediately shows a partial recovery or rebound.
The extent of this rebound is an index of the average directional selectivity in the
activated area. The results confirmed previous electrophysiological studies reveal-
ing a distributed network of visual areas (V1, V2, V3, V5/MT) in the monkey that
process information about the direction of visual motion.

Surprisingly, strong BOLD activation was also observed in area V4; the neu-
roimaging rebound measurements and thus the inferred motion sensitivity of this
area is equal to that of area V5. Yet, single-unit recordings have repeatedly demon-
strated very weak motion selectivity in area V4 (e.g., 129).

These results can be interpreted with respect to sub-threshold modulatory sig-
nals. Specifically, areas V4 and V5 are extensively interconnected (130–133).
Although the principal neurons of these areas may deliver long-range signals that
represent different stimulus properties, each area may influence the sensitivity of
the other by providing some kind of modulatory input. These short-range inputs
may be insufficient to drive the pyramidal cells recorded in a typical electrophys-
iology experiment. But the BOLD fMRI will measure this modulatory signal and
in this way provide measurements that do not match those of single-unit neuro-
physiology.

Similarly, measurements of visual attention, even measured using the same tasks
or stimulation conditions, can differ between fMRI and electrophysiology (134–
137; see review 138). A good example is the measurement of the effects of spatial
attention on neural activation. Attentional effects on the neurons of area V1 have
been very difficult to measure in monkey single-unit experiments (139, 140). Yet
using similar tasks strong attentional effects have been readily measurable with
fMRI in human V1 (135–137). In addition, attentional effects in area V4 were
found to be considerably larger in human fMRI than in monkey electrophysiology
(141).

As a general principle, we suggest that some of these differences may arise
because the BOLD response emphasizes different aspects of the neural signal:
Synaptic activity produced by short-range lateral or feedback input is often more
visible with imaging than with single-unit recordings.

COMPARISONS BETWEEN BOLD AND SINGLE-UNIT MEASUREMENTS: MAPS The iden-
tification of distinct visual areas, each containing a map-like representation of the
visual field, has been an important achievement in neuroscience. A number of
groups have developed methods for measuring visual field maps in the human
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brain. We have been able to confirm that fMRI methods also measure accurate
visual field maps in macaque brain (142). The basic method is to sweep a stimulus
from fovea to periphery. As the stimulus travels eccentrically, a wave of activity
passes across the visual field representation in cortex. The time at which the ac-
tivity peaks at each cortical location is an indication of the most effective visual
field eccentricity for stimulating that location.

Figure 6 shows an example of the foveal to peripheral representation that can
be measured on the operculum (primary visual cortex in macaque). The colors
indicate the visual field eccentricity that most strongly drives the fMRI signal at
each cortical location.

The graphs in Figure 6 show the time course of the BOLD response in several
cortical regions. These regions are each 3-mm radius disks drawn on the surface
of the operculum. Although these regions are separated by only a few millimeters,
the responses differ markedly, and the time of the peak BOLD response can be
easily distinguished. The systematic shift of the time of peak activation reveals
the well-known eccentricity map in primary visual cortex and confirms that in this
region of the brain the BOLD response and the neural signals are colocalized.

There have been reports that colocalization is poor in somatosensory cortex.
Measuring in macaque somatosensory cortex using a 1.5 T magnet and an echo-
planar imaging (EPI) pulse sequence, Disbrow and colleagues reported somatosen-
sory maps in areas 3a, 3b, 1, and 2 in separate fMRI and microelectrode recording
sessions (143, 144). Although in half the cases the response fields overlapped,
in the other half the fMRI signal was displaced from the electrical signal, some-
times by as much as a centimeter. Those measurements suggest that the ability
to colocalize may turn out to depend on factors including the position within the
cortical sheet, perhaps coupled to differences in the vascularization patterns, or to
differences in experimental protocols (145).

Hemodynamic Response Efficiency

As we have reviewed here, the coupling between neural activity and the vascular
response is significant in determining the amplitude and spatial resolution of the
BOLD signal. We refer to the efficacy of this coupling as the hemodynamic re-
sponse efficiency (HRE). Regions of sparse vascularization are likely to have low
HRE and weak or absent BOLD response.

It is conceivable that below a certain vascularization density hemodynamic re-
sponses cannot be detected despite increases in neural activity and energy
metabolism. White matter is a good example. The energy consumption in white
matter is one fourth that of gray matter. This consumption has been measured
in studies of glucose-metabolism and of blood flow changes using intracerebral
O15-H2O microprobes (B. Weber, personal communication). White matter con-
sumes energy for the restoration of ionic gradients perturbed by the spreading
action potential at the Ranvier nodes where the Na+/K+-dependent ATPase is
mainly responsible for the increased metabolic demands of brain tissue (146). In
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Figure 6 BOLD estimates of retinotopic organization in macaque V1 agree with sin-
gle-unit estimates. The visual stimuli were a series of slowly expanding rings, each
containing a collection of flickering squares (160, 163, 164). The stimulus begins as
a small spot located at the center of the visual field; the spot becomes an expanding
ring that grows to the edge of the stimulus display. As the ring disappears from view,
a new spot, starting at the center replaces it. This stimulus causes a traveling wave of
neural activity beginning in the foveal representation, several millimeters posterior to
the lunate sulcus. Measuring the time course of the BOLD responses at a series of 3-
mm radius regions-of-interest, we see that the BOLD response near the foveal repre-
sentation is phase-advanced compared with the BOLD response measured in the
more peripheral representations (graph at right). The phase of the BOLD response
measures the visual field eccentricity that most effectively stimulates each cortical
location. The most effective visual field eccentricity is indicated by pseudo-coloring
the cortical surface according to the inset at the top (adapted from 142).
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addition, neurotransmitter-mediated signaling may take place along fiber tracts
lacking vesicular means of releasing neurotransmitters (for review see 147). In
this receptor-mediated signaling mechanism, glutamate is released from axons via
the reversal of a transporter to induce intracellular calcium spiking in glial cells by
means of metabotropic glutamate receptors. The mechanism may serve the axon-
glia interactions that are most likely involved in glutamate-induced glycolysis,
such as that described for astrocytes in the vicinity of glutamatergic synapses (see
for example 13). Yet, activation of the white matter has been rarely reported in the
neuroimaging literature (148, 149), and a reasonable investigator may doubt the
presence of a BOLD signal in white matter altogether.

An additional constraint for spatial resolution comes from the organization of
the parenchymal blood supply. Pial arteries, often arising from arterial trunks, as
well as capillary branching points very often have a slight rosary-like constriction
at their point of origin (95, 98, 150, 151). These constrictions are widely believed
to indicate the presence of muscular sphincters regulating the cortical arterial flow.
Veins were never reported to show similar changes of diameter. We hypothesize
that the density of such myogenic valves will partly determine the HRE and thus
whether a cortical region exhibits powerful BOLD responses.

BOLD response measurements also may be influenced by precapillary shunts.
These are anastomoses or arterio-venous shunts that serve as alternative channels
and have been demonstrated in different tissues (152). When metabolic needs
are low, the sphincters of the arterioles close and blood bypasses the capillary
bed, flowing through the alternative channels directly to the venules. The pressure
elevation that follows the increased metabolic demands opens the sphincters, and
the blood flows again through the capillary bed. Precapillary arterio-venous shunts
were rarely found in cortex (153) and were entirely absent in the corrosion cast
studies (95). On the other hand, the vascular dilatation responsible for the increase
in blood flow evoked by neural activity has been shown to propagate in a retrograde
fashion to upstream arterioles located outside the activated area (154); a process
quite possibly interfering with the spatial specificity of high-resolution imaging.

Finally, simultaneous recording of intrinsic signals and measurements of
parenchymal flow with H2 electrodes showed that activation increasing flow to
a particular whisker barrel often leads to reduced flow to adjacent cortex (153).
Such a vascular-contrast mechanism enhances local differences and may favorably
influence the spatial resolution of a neuroimaging method. Caution is required here,
too, because areas of activation may not always match the tissue region from which
the signals are generated (98).

All in all, the anatomical substrate of the hemodynamic responses suggests a
need for extreme caution when precise localization of function is required and
quantitative comparisons must be made between signals coming from different
areas. The HRE of each brain region may differ from other regions, even when
the regions are nearby. It seems that with our current knowledge there is no secure
way to determine a quantitative relationship between a hemodynamic response
amplitude and its underlying neural activity in terms of either number of spikes
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per unit time per BOLD increase or amount of perisynaptic activity. This holds
true even if BOLD is calibrated by taking into account the local perfusion of the
tissue (156, 157).

The BOLD Signal Measures Circuit Properties

The data summarized above suggest that synaptic potentials are the strongest
cause of the BOLD responses. An important consequence of this hypothesis is
that the BOLD response will differ depending on the neural circuit properties
within various regions of cortex.

Consider the implications in the case of two hypothetical neural circuits located
in different regions of cortex. We suppose that in both regions a specific stimulus
causes, on average, 10 action potentials above baseline. The two cortical regions
differ, however, in that the first cortical region contains a circuit that measures
the size of a purely excitatory input, whereas the circuitry in the second region
measures the difference between opposing excitatory and inhibitory inputs. On
the hypothesis that the BOLD response depends on synaptic potentials, the purely
excitatory circuit usually will generate a smaller BOLD response than the circuit
that compares opposing inputs. Hence, other factors being equal, the BOLD signal
in the second region should exceed that in the first, despite the equal spiking
activity.

In this example the amplitude of the BOLD response per action potential will
differ across the two regions. Because we have assumed that both regions produce
the same number of spikes, the region with the direct excitatory circuitry will have
a smaller BOLD response/spike than the region with opposing inputs. Circuitry,
then, is an additional reason for differential coupling between action potentials
and BOLD responses.

A corollary of this reasoning is that the relationship between action poten-
tials and BOLD responses contains useful information about local circuitry. For
example, estimates of the number of spikes per 1% BOLD response in V1 and
MT differ by an order of magnitude (80, 158; for a review see 159). If the incre-
mental spikes in MT are produced by a direct excitatory connection, the activity
associated with nine spikes might be enough to produce 1% BOLD response. If
V1 signals are based on the comparisons of multiple signals, then a great deal
of dendritic activity may be required to produce a small number of spikes. This
hypothesis can be tested by an experimental analysis of the circuitry in these
regions.

A Mathematical Framework

To increase the precision of the inferences we can make from BOLD responses to
neural signals, it is useful to summarize the relationship in some simple equations
and figures. In the following, we simulate the relationship between simple patterns
of neural activity and the BOLD signal. We offer this simulation as a general guide
to help reason about the relationship between the BOLD and neural signals.
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BOLD Amplitude

We refer to the spatial pattern of stimulus-driven neural activity during an experi-
ment asA(x), and we describe the resulting spatial pattern of BOLD responses as
B(x). The spatial variable,x, refers to the position along the cortical surface. Our
goal is to understand the relationship between these two quantities.

In addition to stimulus-driven activity, there will be uncontrolled neural re-
sponses that we summarize as a random variable,N∼ N(x). These responses rep-
resent the ongoing neural noise. (We use the tilda to indicate that the term is a
random variable). Hence, the total neural activity isA(x) + N∼ N(x). An example
of one pattern of neural activity and noise is shown in Figure 7a.

At each location on the cortical surface, the neural activity is more or less
efficiently coupled to the vascular response by the HRE. We express this efficiency
asH (x). The spatial distribution of the HRE is shown in Figure 7b. The vascular
demand imposed at each point is (A(x) + N∼ N(x))H (x).

The neural demand on the vasculature spreads across the cortical surface so that
the BOLD signal is a blurred and noisy representation of this vascular demand. The
degree of blurring, say on the order of 5 mm (full-width, half maximum) in primary
visual cortex (160); of course, this quantity may not generalize across cortex. We
use this number to illustrate the key issues for the moment. Mathematically, we
can approximate the spatial spreading atx as the weighted sum of the demand in
a nearby neighborhood,n(x), on the cortical surface. The spread is measured by
the pointspread function,P(x).∫

n(x)

(A(u) + N∼ N(u))H (u)P(x − u) du.

Finally, as in all measurement systems, there is measurement noise,N∼ M . In this
case, the noise can be attributed to factors such as the magnetic resonance in-
strument, brain pulsatility, and other uncontrollable experimental factors. We can
express the relationship between the neural activity,A(x), and the BOLD response,
B(x), by the equation

B(x) =
∫

n(x)

(A(u) + N∼ N(u))H (u)P(x − u) du + N∼ M (x).

The pseudo-color image in Figure 7c shows the measured BOLD response to the
pattern of neural activity in Figure 7a.

The conventional subtraction methodology measures a BOLD response as the
difference between an active stimulus condition and a control condition. Sup-
pose that the stimulus-driven neural activity in the control condition isĀ. The
BOLD measurement described in most fMRI experiments is a spatial map of this
difference.
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Figure 7 A computational model of the BOLD response. The inset in the lower left
summarizes the sequence of steps used to create the three simulation images. Human
cortex is segmented and approximated with a geometrically defined surface; the sur-
face is presented as slightly inflated in order to expose the sulci. (a) Simulated neur-
al activity, shown at its true spatial resolution. The neural activity varies at fine
spatial resolution in the dorsal-ventral direction and at a coarser resolution in the pos-
terior-anterior direction. (b) A representation of the coupling between the neural
response and the BOLD response (HRE). In this simulation, the HRE is high on the
lateral surface and low on the dorsal surface. (c) The product of the neural activity and
HRE is blurred using a 5-mm (full-width half height) Gaussian kernel. The blurring
is performed along the cortical surface (160). The pseudo-color overlay codes the rel-
ative size of the simulated measurements (arbitrary units; key at right).

Figure 8 Simulations of the differential BOLD response. (a) The simulated differ-
ential BOLD response to the neural activity in Figure 6a. (b) The same BOLD
response is shown after thresholding with a relatively high criterion. Other details as
in Figure 7.

27-Logothetis.qxd  2/6/2004  1:29 AM  Page 5
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1B(x) = B(x) − B̄(x)

=
∫

n(x)

(A(u) + N∼ N(u))H (u)P(x − u) du + N∼ M (x)

−
∫

n(x)

(Ā(u) + N∼ N(u))H (u)P(x − u) du + N∼ M (x)

=
∫

n(x)

(A(u) − Ā(u) + 2N∼ N(u))H (u)P(x − u) du + 2N∼ M (x).

Figure 8a shows the differential BOLD response in a simulation that includes
all types of noise. Figure 8b shows the locations where the differential BOLD
response exceeds a relatively high threshold.

Consider a few basic features of the differential BOLD response formula. First,
the expected values of the noise terms are zero (the factor of two arises because the
two noise terms are subtracted). Second, the expected amplitude of the differential
BOLD response is a spatially blurred version of the stimulus-driven differential
activity multiplied by the HRE, (A(x) − Ā(x))H (x). It is only the stimulus-driven
difference that is of experimental interest, but this difference cannot be directly
estimated because the HRE is unknown. Consequently, a direct comparison of
the amplitude of BOLD responses between well-separated cortical regions should
only be made if one has some reason to expect that the HRE values in these two
regions are equal, or at least known. It may be reasonable to compare the responses
at nearby locations, assuming that the HRE varies smoothly across cortex or when
we have other data about the HRE.

Even some simple conclusions are problematic when we consider this frame-
work. For example, when the BOLD measurements at two locations are ordered
B(x) > B(y), without some information about the HRE, we cannot conclude
securely thatA(x) > A(y).

BOLD Signal-to-Noise Ratio

Because of the heavy reliance on statistical reasoning in neuroimaging, many
groups report a statistical map of the activity based on a variety of measures
(z-score, p-value, etc.). In these maps, the statistical parameter represents the am-
plitude of the differential BOLD measurement relative to noise.

While there are many statistical models, and hence statistical parameter maps,
all such models are based on some type of comparison of the size of the differential
BOLD response to noise. The values in these parameter maps can be summarized
by the signal-to-noise ratio, in which the signal term is in the numerator and the
noise terms in the denominator,
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SNR(x) ∼

∫
n(x)

(A(u) − Ā(u))H (u)P(x − u) du

2N∼ M + 2
∫

n(x)
H (u)N∼ N(u)P(x − u) du

.

In general, high signal-to-noise ratios are associated with a large z-score (smaller
p-values). The precise relationship between these quantities depends upon the
specific statistical model assumptions. Examining the SNR equation, we note a
couple of simple properties.

First, suppose that (a) the measurement noiseN∼ M is small, and (b) the spatial
spread, P(), is very localized. Then the signal-to-noise ratio simplifies to

SNR∼ (A − Ā)

2N∼ N
.

This SNR model is implicit in many neuroimaging investigations; the hemo-
dynamic response efficiency,H , disappears and the SNR is proportional to the
signal difference divided by the noise.

Alternatively, consider the case in which (a) the instrumental noise dominates,
and (b) the spatial spread is again modest. In that case the signal-to-noise ratio
becomes

SNR∼ (A − Ā)H

2N∼ M
.

In this case, the SNR measures the signal difference combined with the HRE.
In general, we do not know which noise dominates. In fact, the operating regime

may depend on features of the instrument, pulse-sequence selection, voxel size,
and so forth in complex ways.

The main purpose of working through these formulae is to alert us to some
simple principles that should be kept in mind when inferring neural signals from
BOLD responses. The simulation parameters were chosen to illustrate the effects
of the HRE and spatial blurring of the differential BOLD response. In particular,
the spatial periodicity of the neural activity in one direction (dorsal to ventral) was
chosen to be too fine to be captured by the blurred BOLD response. The spatial
variation in the anterior to posterior direction, however, is of sufficiently low spatial
frequency that it passes through the blurring. Portions of this activity are unseen
because the simulation uses a low HRE value on the dorsal surface. Hence, with
these parameters the BOLD response simulation fails to mirror several aspects of
the neural activity.

By choosing these parameters, which are possible but not necessarily true, we
hope to encourage further research into measurements of the HRE and spatial blur-
ring. Given the many successes of BOLD neuroimaging, the simulation parameters
we have chosen may be too pessimistic. However, it would be far better to know
the values of these parameters from direct measurements in specific regions of the
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brain. We hope, therefore, that this review and simulations will serve to motivate
further investigation of these quantities.

CONCLUSIONS

In the short period of time since its introduction, fMRI has evolved to become
the most important method for investigating human brain function. The BOLD
response provides us unprecedented visibility of the neural activity in the human
brain; a visibility that far exceeds previously available methods. Still, the visibility
remains limited, and the data must be interpreted with these limitations in mind.

A number of important issues remain unresolved, and these issues require care-
ful attention if we want to interpret neural mechanisms from this surrogate signal.
The BOLD contrast mechanism reflects changes in cerebral blood volume, cere-
bral blood flow, and oxygen consumption. The interaction between neural activity
and these variables involves a number of factors, including the cell types and cir-
cuitry driven during activation, and the processes that couple energy demand to its
supply to the brain (HRE).

Research in a number of fields ranging from biochemistry, biophysics, and
molecular biology to physics and engineering provides us daily with new informa-
tion regarding cellular events that may be involved in the generation of responses
or the technology that may be best applied to understand these aspects of the fMRI
signals.

The first simultaneous fMRI and electrophysiological recordings clearly con-
firmed a longstanding assumption, i.e., the BOLD contrast mechanism reflects
aspects of the neural responses elicited by a stimulus. The hemodynamic response
primarily reflects the neuronal input to the relevant area of the brain and its process-
ing there rather than the long-range signals transmitted by action potentials to other
regions of the brain. It is reasonable to expect that output activity will usually cor-
relate with neurotransmitter release and pre- and post-synaptic currents. But when
input into a particular area plays a primarily modulatory role, fMRI experiments
may measure activation that does not correlate well with single-unit measurements.

From examining the pathway between neural signals and BOLD response, we
conclude that comparisons of the response amplitude at two locations may not
reflect the neural signal amplitudes at these locations. Measuring (a) the relative
tuning to various stimuli at a single cortical location and (b) spatial maps yields
more secure conclusions. The relative tuning at a single location may be based on
a single coupling, although even this is not certain because of laminar differences.
And when one observes a map, it is likely to represent a neural map. Of course, the
inability to measure a map using BOLD does not imply the absence of a neural map.

Finally, a great deal of research will be needed to elucidate the neurometabolic
coupling and its subsequent hemodynamic response. Neuronal synaptic activity
responses may be specific for stimuli and brain areas and are frequently nonlinearly
related to the stimulus properties. Although glucose consumption is known to
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increase during the activity of inhibitory synaptic activity, the role of inhibition in
the generation of BOLD remains elusive.

Despite these and other questions, fMRI has earned an indispensable position in
neuroscience and, if combined with other invasive techniques, it promises a much
better understanding of information processing in the central nervous system than
any other technology alone.
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