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Abstract 

We present a new algorithm, called marching cubes, that 
creates triangle models of constant density surfaces from 3D 
medical data. Using a divide-and-conquer approach to gen- 
erate inter-slice connectivity, we create a case table that 
defines triangle topology. The algorithm processes the 3D 
medical data in scan-line order and calculates triangle vertices 
using linear interpolation. We find the gradient of the origi- 
nal data, normalize it, and use it  as a basis for shading the 
models. The detail in images produced from the generated 
surface models is the result of maintaining the inter-slice 
connectivity, surface data, and gradient information present 
in the original 3D data. Results from computed tomography 
(CT) , magnetic resonance (MR) , and single-photon emission 
computed tomography (SPECT) illustrate the quality and 
functionality of marching cubes. We also discuss improve- 
ments that decrease processing time and add solid modeling 
capabilities. 

CR Categories: 3.3, 3.5 

Additional Keywords: computer graphics, medical imaging, 
surface reconstruction 

1. INTRODUCTION. 

Three-dimensional surfaces of the anatomy offer a valu- 
able medical tool. Images of these surfaces, constructed 
from multiple 2D slices of computed tomography (CT), mag- 
netic resonance (MR), and single-photon emission computed 
tomography (SPECT), help physicians to understand the 
complex anatomy present in the slices. Interpretation of 2D 
medical images requires special training, and although radiol- 
ogists have these skills, they must often communicate their 
interpretations to the referring physicians, who sometimes 
have difficulty visualizing the 3D anatomy. 

Researchers have reported the application of 3D medical 
images in a variety of areas. The visualization of complex 
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acetabular fractures [6], craniofacial abnormalities [17,181, 
and intracranial structure [13] illustrate 3D's potential for the 
study of complex bone structures. Applications in radiation 
therapy 127,111 and surgical planning [4,5,31] show interac- 
tive 3D techniques combined with 3D surface images. Cardi- 
ac applications include artery visualization [2,161 and non- 
graphic modeling applications to calculate surface area and 
volume [211. 

Existing 3D algorithms lack detail and sometimes intro- 
duce artifacts. We present a new, high-resolution 3D surface 
construction algorithm that produces models with unpre- 
cedented detail. This new algorithm, called marching cubes, 
creates a polygonal representation of constant density sur- 
faces from a 3D array of data. The resulting model can be 
displayed with conventional graphics-rendering algorithms 
implemented in software or hardware. 

After describing the information flow for 3D medical ap- 
plications, we describe related work and discuss the draw- 
backs of that work. Then we describe the algorithm as well 
as efficiency and functional enhancements, followed by case 
studies using three different medical imaging techniques to il- 
lustrate the new algorithm's capabilities. 

2. INFORMATION FLOW FOR 3D MEDICAL 
ALGORITHMS. 

Medical applications of 3D consist of four steps (Fig- 
ure 1). Although one can combine the last three steps into 
one algorithm, we logically decompose the process as follows: 

1. Data acquisition. 
This first step, performed by the medical imaging 
hardware, samples some property in a patient and pro- 
duces multiple 2D slices of information. The .data sam- 
pled depends on the data acquisition technique. 

Data Acquisition 
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Figure 1. 3D Medical Information Flow. 
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X-ray computed tomography (CT) measures the spatially 
varying X-ray attenuation coefficient [3]. CT images 
show internal structure. For 3D applications, C T  is fre- 
quently used to look at bone structure, although we 
have had success visualizing soft tissue. 

Magnetic resonance (MR) measures three physical prop- 
erties [201. One property is the distribution of "mobile" 
hydrogen nuclei and shows overall structure within the 
slices. The other two properties measure relaxation 
times of the nuclei. MR, a recent technique, shows ex- 
cellent contrast between a variety of soft tissues. How- 
ever, the variety of surfaces presents a challenge to 3D 
surface construction and requires techniques for selec- 
tive surface extraction and display. 

A third acquisition technique, single-photon emission 
computed tomography (SPECT) measures the emission 
of gamma rays [241. The source of these rays is a ra- 
dioisotope distributed within the body. In addition to 
structure, SPECT can show the presence of blood in 
structures with a much lower dose than that required by 
CT. 

Image processing. 
Some algorithms use image processing techniques to find 
structures within the 3D data [1,32,30,291 or to filter the 
original data. MR data, in particular, needs image pro- 
cessing to select appropriate structure. 

Sucface construction. 
Surface construction, the topic of this paper, involves 
the creation of a surface model from the 3D data. The  
model usually consists of 3D volume elements (voxels) 
or polygons. Users select the desired surface by specify- 
ing a density value. This step can also include the crea- 
tion of cut or capped surfaces. 

Display. 
Having created the surface, the final step displays that 
surface using display techniques that include ray casting, 
depth shading, and color shading. 

RELATED WORK. 

There are several approaches to the 3D surface generation 
problem. An early technique [231 starts with contours of the 
surface to be constructed and connects contours on consecu- 
tive slices with triangles. Unfortunately, if more than one 
contour of surface exists on a slice, ambiguities arise when 
determining which contours to connect 1141. Interactive in- 
tervention by :he user can overcome some of these ambigui- 
ties [81; however, in a clinical environment, user interaction 
should be kept to a minimum. 

Another approach, developed by G. Herman and col- 
leagues [I91 creates surfaces from cuberilles. A cuberille is 
"dissection of space into equal cubes (called voxels) by three 
orthogonal sets of parallel planes [7]." Although there are 
many ways to display a cuberille model, the most realistic im- 
ages result when the gradient, calculated from cuberilles in a 
neighborhood, is used to find the shade of a point on the 
model 1151. Meagher 1251 uses an octree representation to 
compress the storage of the 3D data, allowing rapid manipu- 
lation and display of voxels. 

Farrell [12] uses ray casting to find the 3D surface, but 
rather than shade the image with a gray scale, uses hue light- 
ness to display the surface. In another ray casting method, 
Hohne [221, after locating the surface along a ray, calculates 
the gradient along the surface and uses this gradient, scaled 

by an "appropriate" value, to generate gray scales for the 
image. 

A different approach, used at the Mayo Clinic 1261, dis- 
plays the density volume rather than the surface. This 
method produces. in effect, a conventional shadow graph 
that can be viewed from arbitrary angles. Motion enhances 
the three-dimensional effect obtained using the volume 
model. 

Each of these techniques for surface construction and dis- 
play suffer shortcomings because they throw away useful in- 
formation in the original data. The connected contour algo- 
rithms throw away the inter-slice connectivity that exists in 
the original data. The  cuberille approach, using thresholding 
to represent the surface as blocks in 3D space, attempts to 
recover shading information from the blocks. The ray cast- 
ing methods either use depth shading alone, or try to approx- 
imate shading with an unnormalized gradient. Since they 
display all values and not just those visible from a given 
point of view, volume models rely on  motion to produce a 
three-dimensional sensation. 

Our approach uses information from the original 3D data 
to derive inter-slice connectivity, surface location, and sur- 
face gradient. The  resulting triangle model can be displayed 
on conventional graphics display systems using standard 
rendering algorithms. 

4. MARCHING CUBES ALGORITHM. 

There are two primary steps in our approach to the sur- 
face construction problem. First, we locate the surface 
corresponding to a user-specified value and create triangles. 
Then, to ensure a quality image of the surface, we calculate 
the normals to the surface at each vertex of each triangle. 

Marching cubes uses a divide-and-conquer approach to lo- 
cate the surface in a logical cube created from eight pixels; 
four each from two adjacent slices (Figure 2) .  

The  algorithm determines how the surface intersects this 
cube, then moves (or rnarchs) to the next cube. To  find the 
surface intersection in a cube, we assign a one to a cube's 
vertex if the data value at that vertex exceeds (or equals) the 
value of the surface we are constructing. These vertices are 
inside (or on) the surface.. Cube vertices with values below 
the surface receive a zero and are outside the surface. The 
surface intersects those cube edges where one vertex is out- 
side the surface (one) and the other is inside the surface 
(zero). With this assumption, we determine the topology of 
the surface within a cube, finding the location of the intersec- 
tion later. 

Slice k + 1 / / / / 

pixel 

Figure 2. Marching Cube. 
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Since there are eight vertices in each cube and two states, 
inside and outside, there are only 2* = 256 ways a surface 
can intersect the cube. By enumerating these 256 cases, we 
create a table to look up surface-edge intersections, given the 
labeling of a cubes vertices. The table contains the edges in- 
tersected for each case. 

Triangulating the 256 cases is possible but tedious and 
error-prone. Two different symmetries of the cube reduce 
the problem from 256 cases to 14 patterns. First, the topolo- 
gy of the triangulated surface is unchanged if the relationship 
of the surface values to the cubes is reversed. Complemen- 
tary cases, where vertices greater than the surface value are 
interchanged with those less than the value, are equivalent. 
Thus, only cases with zero to four vertices greater than the 
surface value need be considered, reducing the number of 
cases to 128. Using the second symmetry property, rotation- 
al symmetry, we reduced the problem to 14 patterns by in- 
spection. Figure 3 shows the triangulation for the 14 pat- 
terns. 

The simplest pattern, 0, occurs if all vertex values are 
above (or below) the selected value and produces no trian- 
gles. The next pattern, 1 ,  occurs if the surface separates on  
vertex from the other seven, resulting in one triangle defined 
by the three edge intersections. Other patterns produce mul- 
tiple triangles. Permutation of these 14 basic patterns using 
complementary and rotational symmetry produces the 256 
cases. 

We create an index for each case, based on the state of 
the vertex. Using the vertex numbering in Figure 4,  the 
eight bit index contains one bit for each vertex. 

This index serves as a pointer into an edge table that 
gives all edge intersections for a given cube configuration. 

Using the index to tell which edge the surface intersects, 
we can interpolate the surface intersection along the edge. 
We use linear interpolation, but have experimented with 
higher degree interpolations. Since the algorithm produces at 
least one and as many as four triangles per cube, the higher 
degree surfaces show little improvement over linear interpo- 
lation. 

The  final step in marclling cubes calculates a unit normal 
for each triangle vertex. The rendering algorithms use this 
normal to produce Gouraud-shaded images. A surface of 
constant density has a zero gradient component along the 
surface tangeniial direction; consequently, the direction of 
the gradient vector, 7!, is normal to the surface. We can use 
this fact to determine surface normal vector, 3, if the magni- 
tude of the gradient, El, is nonzero. Fortunately, at the sur- 
face of interest between two tissue types of different densi- 
ties, the gradient vector is nonzero. The gradient vector, 2, 
is the derivative of the density function 

To estimate the gradient vector at the surface of interest, we 
first estimate the gradient vectors at the cube vertices and 
linearly interpolate the gradient at the point of intersection. 
The gradient at cube vertex ( i ,  i, k ) ,  is estimated using central 
differences along the three coordinate axes by: 

Figure 3. Triangulated Cubes. 

Figure 4. Cube Numbering. 

where D(i , j ,  k )  is the density at pixel (;,,I) in slice k and 
Ax,Ay,Az are the lengths of the cube edges. Dividing the gra- 
dient by its length produces the unit normal at the vertex re- 
quired for rendering. We linearly interpolate this normal to 
the point of intersection. Note that to calculate the gradient 
at all vertices of the cube, we keep four slices in memory at 
once. 
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In summary, marching cubes creates a surface from a 
three-dimensional set of data as follows: 

Read four slices into memory 

Scan two slices and create a cube from four neighbors 
on one slice and four neighbors on the next slice. 

Calculate an index for the cube by comparing the eight 
density values at the cube vertices with the surface con- 
stant. 

Using the index, look up the list of edges from a precal- 
culated table. 

Using the densities at each edge vertex, find the surface- 
edge intersection via linear interpolation. 

Calculate a unit normal at each cube vertex using central 
differences. Interpolate the normal to each triangle ver- 
tex. 

Output the triangle vertices and vertex normals. 

ENHANCEMENTS TO THE BASIC ALGORITHM. 

We have made several im~rovements to the original - ~ 

marching cubes that make the algorithm run faster and that 
add solid modeling capabilities. 

5.1 Efficiency Enhancements. 

The efficiency enhancements allow the algorithm to take 
advantage of pixel-to-pixel, line-to-line, and slice-to-slice 
coherence. For cubes interior to the original data limits 
(those not including slice 0, line 0, or pixel O), only three 
new edges need to be interpolated for each cube. We can 
obtain the other nine edges from previous slices, lines, or 
pixels. In Figure. 5 ,  the shaded circles represent values avail- 
able from prior calculations; only edges 6 ,  7, and 12 have to 
be calculated for the new cube. 

Special cases are present along the boundaries of the data, 
but, by enumerating these cases, we can limit vertex calcula- 
tions to once per vertex. In practice, we only save the previ- 
ous pixel and line intersections because the memory required 
to save the previous slice's intersections is large. Using the 
coherence speeds up the algorithm by a factor of three. 

k', 
Figure 5. Coherence. 

Reducing the slice resolution, by averaging four pixels 
into one, decreases the number of triangles. improves the 
surface construction efficiency and smooths the image. 
Although there is some loss of detail in the averaged slices, 
the averaging makes the number of triangles more manage- 
able for high-resolution slices. 

5.2 Functional Enhancements. 

We have added a solid modeling capability to the algo- 
rithm. Boolean operations permit cutting and capping of 
solid models, as well as the extraction of multiple surfaces. 
In a medical application, cutting is analogous to performing 
surgery and capping (and texture mapping) is analogous to 
the medical imaging technique of reformatting. 

We use the cube index described earlier to do Boolean 
operations on the surfaces. Here, just consider three values 
of the index: 

index = 0 for cubes outside the surface. 
index = 255 for cubes inside the surface. 
0 < index < 255 for cubes on the surface. 

Solid modeling uses these notions of itrside. ounide, and 
on to create a surface. Analytic functions also provide the 
same information; so, for example the equation of i plane, 
ax + b j ~  + cz - d. tells where a given point lies with respect 
to the plane. Let -S, 6S, and S represent sets of points that 
are outside, on, and inside a surface, respectively. Referring 
to Figure 6, we build a truth table, shown in Figure 7, for 
the Boolean intersection operation. 

Nine entries in the truth table describe what Lo do when 
two surfaces have a given index. With x's representing no 
operation, the entry for (S, -P) shows thal the cube in 
question is inside one surface but outside the other, resulting 
in no triangles. The (6% P) entry produces triangles from 
the S surface, while the (S, 6P)  entry produces triangles 
from the P surface. The (SS, FP) entry, created when a 
cube is on both surfaces, requires special processing. We clip 

Figure 6 .  PaintISurface Relations. 

Figure 7. Truth Table. 
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each triangle from one surface against each triangle from the 
other, using the Sutherland-Hodgman clipping algorithm 
I28l. 

This technique applies to any surfaces that have 
insideloutside funcLions. We have used it with planes and 
with connectivity masks generated by scparale image process- 
ing algorithms 191. Application of a "logical or" trulh tablc 
provides the capability for multiple surface extraction. 

We implement texture mapping by finding the triangles 
on a plane's surface and attcnuating the normal's lcngth us- 
ing the original slice data. 

6. IMPLEMENTATION. 

Mnrcliing cubrs, written in C ,  runs on Sun Workstations' 
under Unix2, VAX's under VMS3, and an IBM 3081 under 
lX/3704. We display the models using an in-house z-buffer 
program or a General Electric Graphicon 700'. For our 
models, the Graphicon displays at a rate of 10,000 triangles 
per second. In addition to surfaces of constant density, the 
software allows any number of planes that can be transpar- 
ent, capped with triangles, or textured with interpolated den- 
sity data. Medical practitioners refer ro this texture mapping 
as reformatting. Execution times depend on the number of 
surfaces and resolution of the original data. Model creation 
times on a VAX 11/780 vary from I O Q  seconds for 64 by 64 
by 48 SPECT data to 30 minutes for 260 by 260 by 93 CT 
studies. Times for the same studies on the IRM 3081 are 
twelve times faster. The number of triangles in a surface 
model is proportional to thc area of the surfacc. This num- 
bcr can gel largc (ovcr 500,000 in some cases), so we rcducc 
it using cut planes and surface connectivity. Also, qomctimcs 
we reduce the resolution of the original data by filtering, pro- 
ducing a somewhat smoother surface with some loss of reso- 
lution. 

7. RESULTS. 

We have applied mnrclring cubes to data obtained from 
CT. MR, and SPECT, as well as data generated from analytic 
functions. We present three case studies thar illustrate the 
quality of the constructed surfaces and some modeling op- 
tions. Each image was rendered at 512 by 512 resolution 
without antialiasing. 

7.1 Computed Tomography. 

The first case is a CT study of the head of a twelve year 
old male with a hole in the skull near the left side of the 
nose. The 93 axial slices are 1.5 mm thick, with pixel dimen- 
sions of 0.8 mm. This study by D.C. Hemmy, M U ,  of the 
Medical College of Wisconsin, illustrates the detail present in 
surfaces constructed by marching cubes. Figures 8 and 9 
show the bone and soft tissue surfaces respectively. The 
tube in the patient's mouth is present to administer anesthet- 
ic during the scanning process. The soft tissue image shows 
fine detail that includes the patient's pierced ear and the im- 
pression of adhesive tape on the face. Although these details 
are not clinically significant. they do show the resolution 
present in the constructed surface. Figure 10 is a tilted view 
of the soft tissue surface that shows nasal and ear passages. 
In Figure 11, a sagittal cut, texture mapped with she original 
-- 
I Sun Workstation is a trademark of Sun .Microsystems. 
2 1Jnix is a trademark of Bell Laburtltories. 
3 VAX and VMS arc trademarks of Digital Equipmen1 Corpnra~ion 
4 1x1370 is a lradernark of IBM. 

S Graphicon is a trademark 01' General Electric Company. 

Figure 8. Bone Surface. 

Figure 9. Soft Tissue Surface. 

- - - - -- - 

Figure 10. Soft Tissue. Top View. 
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Figure 11. Sagittal Cut with Texture Mapping. 

CT data, shows thc slice data in relation to the constructed 
surface. The bone surrace contains 550,000 triangles while 
the soft tissue surface has 375,000. 

7.2 Magnetic Resonance. 

The MR case of an adult male volunteer consisls of 128 
1.9 mm coronal slices. A 3D FT, flow compensated, f a s ~  sc- 
quence acquired the 128 slices in only 9 minutes. This pulse 
sequence, contrasting the unsaturated spins of the rresh 
blood flowing into the excited region of saturated spins, was 
produced by Ci. Glover of GE Medical Systems Croup. Be- 
cause of the complex anatomy present in the MR slices, we 
show, in Figure 12, the texture mapped cur surfaces inter- 
sected with the surface of the skin. Although the original 
slices are coronal, we show sagittal cuts to illustrate the 
algorithm's ability to interpolale texture on a cut plane. Thc 
largest surface model in the sequence contains 330.000 Lrian- 
glcs, including triangle5 on the cut surface. 

7.3 Single-Photon Emission Computed Tomography. 

The SPECT study consisting of 29 coronal slices of the 
heart shows the algorithm's performance on low resolution 
data. D. Nowak from GE Medical Systems provided the 64 
by 64 pixcl data. Figure 13, showing the surface of the blood 
pool in thc diastolic heart, contains 5,000 triangles. The de- 
scending aorta is the large vessel in the left of the picture. 

8. CONCLUSIONS. 

Marcfiing cubes, a new algorithm for 3D surface construc- 
lion, complements 2D CT, MR, and SPECT data by giving 
physicians 3D views of the anatomy. Thc algorithm uses a 
case table of edgc intersections to describe how a surface cuts 
through each cube in a 3D data set. Additional realism is 
achievcd by the calculation, from thc original data, of the 
normalized gradient. The resulting polygonal structure can 
be displayed on conventional graphics disptay systems. 
Although these models often contain large numbers of trian- 
gles, surface cutting and connectivity can reduce this num- 
ber. As CAD hardware increases in speed and capacity, we 
expect that marching cubes will receive increased use in practi- 
cal, clinical environments. 

Figure 12 .  Rotated Sequence of Cut MK Brain. 

Figure 13. Blood Pool in the Diastolic Heart. 

the number of pixels in the displayed image. The density of 
surface points is chosen to cover the raster display. Both al- 
gorithms produce the same quality images, since the shading 
governs the perceived quality of the image. 
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Recently we developed another high-resolution surface 
construction algorithm called dividin6. cubes Lhat generates 
points rather than triangles 1101. As the resolution of the 3D 
medical data increases, the number of triangles approaches 
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